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Abstract 11 

 12 

Parallel multiple aliquot calibration transfer is combined with evaluation of standardized single 13 

aliquot regenerative OSL dose response characteristics to produce a robust and efficient transfer 14 

protocol for mineral samples used in dating and retrospective dosimetry. This is implemented 15 

from an IST-LPSR 
60

Co primary air kerma standard, to a matrix of quartz-based sample types 16 

(activated, heated, bleached) plus polymineral in different Risø and Daybreak 
90

Sr/
90

Y 17 

irradiators, on different support types (aluminium 0.5 mm; stainless steel 0.25 and 0.5 mm), of 18 

different grain sizes (90/100-160 μm; 160-250 μm), for different signal integrals (Ch11-30, 391-19 

490; Ch11-13, 14-15). Differences between grainsize and support ranged up to 25% but were 20 

specific to the irradiator-support-grainsize permutation, e.g. for the oldest Risø irradiator, 21 

source-sample distance and backscatter compensate for the smaller grainsize, but this is not the 22 

case in more recent models or for larger grains, while in the Daybreak this is not compensated 23 

so differences depend straightforwardly on support material. Calibration transfer results are 24 

compared with retrospective absorbed dose evaluation using SAR-OSL. Measured/given beta 25 

exposures were close to unity for activated and heated material, which exhibited predose 26 

sensitization, and vice versa for optically bleached samples. Each value was best reproduced for 27 

gamma irradiation when using the respective multiple aliquot calibration coefficient. Parallel 28 

multiple aliquot calibration transfer using OSL integrated over the majority of signal decay was 29 

found to offer better accuracy and precision than retrospective single aliquot measurements, and 30 

was robust for polyminerals as well as quartz. 31 

 32 
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TSL/OSL dosimetry systems are routinely based on parallel calibration using a photon source, 37 

with beta irradiations limited to use for dose-normalisation (Alves et al., 2006; Ambrosi et al., 38 

2000; Piesch 1981). However, for reduced shielding requirements and convenience in 39 

applications where repeated exposure and measurement of a single sample is advantageous, 40 

such as luminescence dating and retrospective dosimetry, beta sources are often used for both 41 

dose-normalisation and reference irradiation (Bortolot and Bluszcz, 2003; Markey et al., 1997; 42 

Oberhofer, 1981; Richter et al., 2012; Sanderson and Chambers, 1985). Beta source geometry, 43 

scatter from the source matrix and shielding, backscatter from the dosemeter support, and 44 

attenuation in the dosemeter, make it desirable that dosimetric calibration transfer from a 45 

standard photon source is established for each specific permutation of beta irradiator, dosemeter 46 

type, and dosemeter support to be used. 47 

 48 

Calibration transfer for the luminescence response of materials measured in dating and 49 

retrospective dosimetry is subject to non-linear dose response, inhomogeneous sensitivity to 50 

radiation, dependence on pretreatment and measurement conditions, and signal instability. If the 51 

transfer protocol involves retrospective evaluation of the given photon dose, then the calibration 52 

is also specific not only to the sample/irradiator geometry, but also to the dosemeter preparation 53 

and measurement protocol. Parallel preparation, multiple aliquot gamma and beta irradiation, 54 

and measurement, permits elimination of many systematic effects (Bassinet et al., 2006; 55 

Pernicka and Wagner, 1979; Piesch, 1981). Parallel procedures are relatively intensive in labour 56 

and sample quantity: the retrospective application of multiple aliquot, and in recent decades 57 

particularly single aliquot, procedures (with careful sample pretreatment) has gained favour as 58 

being efficient and precise (Bassinet et al., 2014; Bos et al 2006;  Correcher and Delgado, 1998; 59 

Göksu et al., 1995; Goedicke 2007; Mauz and Lang, 2004; Richter, 2003). This advantage has 60 

been applied for the evaluation of multiple grainsizes and support types (Armitage and Bailey, 61 

2005; Goedicke 2007; Mauz and Lang, 2004). Potential systematic effects in retrospective 62 

quartz single aliquot OSL procedures have been described by Stokes (1994) and Murray and 63 

Wintle (2000). Some aspects relating to their correction were investigated by Bailey (2000) and 64 

Singhvi et al. (2012). Use of the properties of ‘standardised’ dose response characteristics, i.e. 65 

dose-normalised signal multiplied by normalisation dose, can help characterise differences in 66 

the form of dose response and deal efficiently with non-linearity effects (Burbidge et al., 2006; 67 

Burbidge, 2015; Roberts and Duller, 2004). 68 

 69 

Retrospective measurement of previously gamma or beta irradiated quartz, based on an existing 70 

calibration transfer, has been used to test the relative severity of systematic effects between 71 

different measurement conditions, protocols, or samples (Ballarini et al., 2007; Bassinet et al., 72 

2006; Burbidge et al., 2006; Burbidge et al., 2011; Kadereit and Kreutzer, 2013; Murray and 73 
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Wintle, 2003; Roberts et al., 1999; Thomsen et al., 2005). This yields ratios of given to 74 

measured or estimated dose, and has been termed “dose recovery” (Murray and Wintle, 2003). 75 

In some studies, efforts have been made to adjust measurement conditions to yield measured to 76 

given ratios of unity (Kadereit and Kreutzer, 2013), and differences have been observed 77 

between gamma and beta irradiation (Thomsen et al., 2005). It is impossible to verify that “dose 78 

recovery” in the laboratory is the same as that for dating or retrospective dosimetry using the 79 

same sample, due to different exposure and storage conditions (Bassinet et al., 2006; Burbidge, 80 

2003; Burbidge et al., 2010). The same problem applies to retrospective calibration transfer 81 

using previously gamma irradiated material, so that it becomes important to understand 82 

potential systematic effects on the transfer (Kadereit and Kreutzer, 2013). Understanding gained 83 

under controlled conditions may then be applicable to the blind measurement of samples for 84 

retrospective dosimetry and dating.  85 

 86 

Parallel calibration transfer using quartz has recently been investigated by Guérin and Valladas 87 

(2014). They compared parallel retrospective absorbed dose evaluations from gamma and beta 88 

irradiated aliquots, for optically bleached grains from sedimentary quartz and heated grains 89 

from quartzite. With the exception of Göksu et al. (1995), Richter et al. (2003), Pernicka and 90 

Wagner (1979), the aforementioned calibration transfer studies have all used the same type of 91 

beta irradiator (Risø), although of different generations with Sr/Y elements of foil and different 92 

configurations of ceramic. Calibration transfer for two of the irradiators used in the present 93 

study was previously established for 100 μm quartz on stainless steel cups and fine grains on 94 

aluminium disks by Richter et al. (2003). 95 

 96 

The present work has the objectives of generating and comparing parallel and retrospective 97 

calibration transfer for activated, heated and optically bleached quartz (and polymineral) 98 

samples, taking into account common supports and grainsize for three generations of Risø 99 

irradiator and a Daybreak irradiator of similar but different design. The overall aim is to unite 100 

robust traditional parallel calibration transfer with modern approaches to luminescence 101 

measurement and absorbed dose evaluation in a single internally consistent protocol. 102 

 103 

2. Materials and Methods 104 

2.1. Experimental design 105 

 106 

Seven samples were selected for analysis, having a variety of archaeological and geological 107 

histories (Table 1), and OSL behaviours (Table 5). Mineral grains were prepared from each 108 

sample and pretreated in bulk to reset the luminescence signal (Table 1). Groups of aliquots 109 

were prepared on different types of support, these were irradiated using beta sources and 110 
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retained as blanks, in parallel with gamma irradiation of a separate subsample of quartz in a 111 

fused silica box (Fig. 1; Table 2). Aliquots were then prepared from the gamma irradiated 112 

grains. A delay was allowed to render any differences in irradiation time insignificant, and then 113 

all aliquots were measured in parallel using a SAR-OSL protocol: one reader per type of sample 114 

support (Fig. 1; Table 4). Calibration coefficients (sβ per Gy
60

Co) were obtained by comparing 115 

standardised signals between aliquots (i.e. multiple aliquot), and compared with the results of 116 

single aliquot ‘dose recovery’ values. 117 

 118 

2.2. Sample preparation 119 

 120 

Quartz grains were prepared from six of the samples by sieving in either of two grainsize 121 

fractions (90 or 100 - 160 μm, and 160 – 250 μm), washing in HCl (10%, 10 min) then H2O2 122 

(10%, 10 min), density separation in polytungstate solution (2.62-2.7 g cm
-3

), treatment with HF 123 

(40%, 40 min) then HCl (10%, 10 min), then reseived wet at 90/100 or 160 μm. Resultant 124 

material was checked under an optical microscope and by a combined initial luminescence test 125 

measurement (Rodrigues et al., 2013): density separation and/or HF treatment plus wet reseive 126 

were repeated to minimise the presence of other minerals and smaller grainsizes. Polimineral 127 

grains were prepared from a seventh sample by sieving and washing in HCL. Prepared material 128 

from sample A12/175 was annealed, irradiated, and heated, to sensitize luminescence signals 129 

(Martini et al., 1984; Toyoda et al., 1996). That from the remaining samples was pretreated in a 130 

manner expected to be similar but less severe than the archaeological or geological resetting 131 

event they had been subject to (350 °C; or daylight filtered by window glass for 1 - 4 weeks; 132 

Table 1).  133 

 134 

2.3. Beta and Gamma Irradiations 135 

 136 

For beta irradiation and OSL measurement, mineral grains were mounted as monolayers on the 137 

central portions of three different types of support (stainless steel cups, aluminium disks, and 138 

stainless steel disks; Table 2), using Silkospray silicone oil with 5 mm mask. Beta irradiations 139 

of each sample on each type of support were performed in four different models of irradiator, 140 

with differing source and sample presentation geometries (Fig. 1; Table 2; irradiation times tβ1 141 

(s) are listed in Table 5).  142 

 143 

Gamma irradiations were conducted using an encapsulated 
60

Co source mounted in an Eldorado 144 

6 irradiator (Table 2), in a low-scatter geometry for which an ion-chamber based primary 145 

standard air kerma calibration is established by LMRI, IST (Allisy-Roberts et al., 2009; Cardoso 146 

et al., 2007a, b) and maintained to an accuracy of ±0.44% at 95% confidence. Quartz grains 147 
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were irradiated inside a rectangular cuboid fused silica box (Table 2), in two steps, with the box 148 

facing in opposite directions. Bulk density of the fused silica box was measured using 149 

Archemedes principle, that of the quartz powders assumed (Table 2). Mass-thicknesses of the 150 

wall and edge-to-centre of the sample were 0.81 and 0.64 gcm
-2

. Total exposures were adjusted 151 

to 5 Gy air kerma in air at the sample location: exposure times ranged from 48 to 56 minutes 152 

through the period of the study. Conversion of air kerma to absorbed dose in quartz was 153 

evaluated using montecarlo calculations in MCNP5 (Brown et al., 2010) and EGSnrc 154 

(Kawrakow, 2000), and analytically from standard reference data, to provide a basic means of 155 

cross-checking the performance of each approach and understanding the contribution of 156 

different components to the final result. 157 

 158 

The analytical treatment was as follows:  159 
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 166 

Where KColA = collisional air kerma (Gy), DS = absorbed dose in the quartz sample (Gy), μtot = 167 

total mass attenuation coefficient (cm
2
g

-1
), μnc = mass attenuation coefficient neglecting 168 

coherent scattering (cm
2
g

-1
), μen = mass energy absorption coefficient (cm

2
g

-1
), ρ = bulk density 169 

(gcm
3
), t = thickness (cm), W = wall, S = sample (i.e. detector volume), A = air, B = photon 170 

scattering buildup factor, K a b c d and ξ are paramenters in the geometric progression (G-P) 171 

approximation (Table 3). 172 

 173 

Attenuation and buildup of KColA was approximated assuming a broad beam of 1.25 MeV 174 

photons normally incident on planes of fused silica and quartz grains. These mass thicknesses 175 

are 2 and 1.5 times the extrapolated range for maximum Compton electron energy (Eγ = 1.25 176 

MeV, Temax = 1.04 MeV, Rcdsa(Temax) = 0.52 gcm
-2

, Rext,t(Temax) = 0.41 gcm
-2

; Krane 1988 Ch 7; 177 

ICRU 1984; Tabata et al., 2002; Fig. 2), so transient cpe with respect to the external 178 
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environment is established in the wall, and the detector (sample) is large relative to secondary 179 

electron ranges. Mass attenuation coefficients were obtained directly from XCOM (Berger et 180 

al., 2010). Energy absorption coefficients and exposure geometric progression (G-P) buildup 181 

parameters for 1.25 MeV photons were interpolated from Trubry (1988, tables 2 and 3; Table 182 

3), directly for air and using Zeq of 10.72 calculated for SiO2 (Harima, 1983 in Sharaf et al., 183 

2015). Although kerma from the primary photons is attenuated 5.5% at entry to the sample 184 

(from the front wall) and 11.3% at exit from the sample (to the rear wall), the buildup of kerma 185 

from secondary photons largely compensates in this geometry, giving 1.2% and 2.8% overall 186 

reductions respectively. In addition to averaging the effects of attenuation and buildup, 187 

underestimate of D by KCol in conditions of transient cpe is largely compensated by reversing 188 

the direction of the sample halfway through irradiation. After accounting for the difference in 189 

μen between air and quartz, DS/KColA in the sample at the wall/sample interface and in its centre 190 

are both estimated to be 0.9785. The overall effect of varying wall thickness by ±0.1 mm or 191 

varying sample bulk density between 1.5 and 1.7 g cm
-3

, both produced systematic deviation in 192 

DS/KColA of less than 0.0005. However, scatter in of additional electrons from the walls is 193 

expected to add to this, since the bulk density of the wall is 1.375 times that of the sample. An 194 

analytical treatment of scatter-in (Fig. 2) indicates up to ca. 3.5% higher transported energy 195 

adjacent to the walls and an overall increase of DS/KColA (assuming all the extra transported 196 

energy is deposited in the sample) of 0.5% to 0.9832.  197 

 198 

Calculations in EGSnrc were made using the predefined user code DOSRZnrc (Kawrakow, 199 

2000). A 
60

Co spectrum from a collimated encapsulated source was presented at air 20 cm in 200 

front of the box containing the quartz sample, in a 5 cm radius beam from a point source at 60 201 

cm. Sample/box/air geometry was approximated as concentric end-on cylinders of r (cm) = 202 

0.4/0.77/5, l (cm) = 0.8/1.52/32. The circumference/cross-sectional area and surface-203 

area/volume of this simulated sample cylinder is equal to that of the actual cuboid. For 204 

comparison with the analytical estimate a planar approximation was also made, with r (cm) = 205 

0.4/5/5. Photons were forced to interact at least once in the sample/box/air volume. Profiles of 206 

KColS (colisional kerma from primary and scattered photons in the quartz sample) and DS were 207 

obtained for 0.4 cm radius, 0.036 cm thick slices along the source-sample axis, and KColA 208 

registered in the same volumes following substitution of sample and wall for air (Fig. 3). 209 

Distortion of KColS and DS vs. depth due to scatter-in, was not evident for the contrast in bulk 210 

densities used in the present work. KColS and DS scores for volume elements at equal distances 211 

from the front and rear face of the box were averaged to account for reversal of the box halfway 212 

through irradiation. Dose and kerma quotients were calculated based on the mean (±1σ/n
½
) of 213 

these values for the 20 volume elements comprising the sample (SiO2 of bulk density 1.6 g cm
-

214 

3
). DS/KColA for the planar approximation was 0.9915(±0.0006, 10

8
 emitted photons), 0.8% 215 
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higher than estimated analytically. 10
9
 particle histories per run in the cylindrical approximation 216 

gave DS/KColA = 0.9690(±0.0028), KColS/KColA = 0.9705(±0.0028). 217 

 218 

Calculations in MCNP5 (Allisy-Roberts et al., 2009; Cardoso et al., 2007a, b) implemented the 219 

cuboid box and sample, and the full irradiation geometry (Table 2), assuming an effective point 220 

source emitting a 
60

Co photon spectrum. KColS was calculated for the entire sample volume using 221 

the *f6 tally. KColA was calculated for the same volume after replacing sample and box with air. 222 

10
8
 particle histories per run gave KColS/KColA = 0.9770±0.0018 at 1σ, and so DS/KColA = 0.976. 223 

The difference between DS/KColA estimated using EGSnrc and MCNP was 0.7%, and yet 224 

significantly larger than the statistical errors associated with each calculation. To allow for this, 225 

the working value adopted for air kerma to sample dose conversion was 0.9725(±0.0035).  226 

 227 

2.4. Luminescence Measurements 228 

 229 

Three of the beta sources in the calibration transfer were integrated in Risø automatic TL/OSL 230 

readers, equipped with U340 detection filters: each reader was used to measure all aliquots on 231 

one type of sample support (SSC, ALD, SSD; Fig. 1; Table 4), using a SAR protocol with 232 

preheat 240°C/30s, test preheat 160°C/30s. OSL was measured at 125°C and IRSL at 50°C, 233 

both for 125 s at 60% power. Two different sets of OSL signal integrals were used: channels 11-234 

30 minus background channels 391-490 (“late background subtraction”) to measure the majority 235 

of the OSL signal, and channels 11-12 minus background channels 13-14 to measure the initial 236 

gradient of OSL decay. This “late” and “early” background subtraction have been found to 237 

produce different results in luminescence dating studies (Ballarini et al., 2007). Signal resulting 238 

from the parallel beta, gamma, and blank irradiation was thus the first signal measured, I1 (cts), 239 

in the SAR sequences (Table 4). Standardized signal, IS1 (sβ), was calculated using I1 and the 240 

first test dose response in the SAR sequence (Table 4; Table 5; Roberts and Duller, 2004): 241 

 242 

 
1 1 1. /S T TI t I Ib=   243 

 244 

Single aliquot estimates of beta exposure time were made using the SAR-OSL response 245 

measured from each aliquot, by interpolating IS1 through single saturating exponential fits to IS 246 

from the remaining SAR cycles, tβSAR (s), (Murray and Wintle, 2000; Roberts and Duller, 2004). 247 

Outlying results were rejected. For certain aliquots, multiple layers of grains were observed in 248 

coincidence with differences in tβSAR between background subtraction methods. Accepted results 249 

were used to calculate weighted means (1/var) of tβSAR for each group of aliquots (R1, R2, R3, 250 
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Db, 
60

Co, Bl; SSC, ALD, SSD; Fig. 1; Table 5). Uncertainty at 1σ was estimated as the larger of 251 

the internal and external error values (Burbidge et al., 2006; Thomsen et al., 2005).  252 

 253 

“Single aliquot” beta dose rates (2) were calculated from the values of beta exposure time 254 

obtained from gamma irradiation and SAR measurement of the gamma irradiated aliquots (255 

60 60 , Co SAR Co
t
b

), minus the values of beta exposure time obtained from blank irradiation and SAR 256 

measurement of the blank irradiated aliquots (
,Bl SARBltb  ): 257 

 258 

 ( )
( )

60

60 60

60 1

, , 

.  
Co

SA

Bl SARBlCo SAR Co

D
D mGy Co s

t t
b

bb

- =
-

(SAD mGy(SAbD mD mSA   (2) 259 

 260 

For the “multiple aliquot” evaluation of dose rates (3), weighted means (1/var) of IS1 were 261 

calculated for each group of aliquots (R1, R2, R3, Db, 
60

Co, Bl; SSC, ALD, SSD; Fig. 1; Table 262 

5). Uncertainty at 1σ was estimated as the larger of the internal and external error values. 263 

Differences in the standardized signal produced by the beta, gamma, and beta test exposures, 264 

combined with the saturating exponential form of the dose response characteristic, produce 265 

differences in signal per unit dose between IS obtained from different groups of aliquots 266 

(Burbidge et al., 2006). To evaluate this, the weighted mean of IS1 for each group was 267 

interpolated  through a single saturating exponential fit to the weighted means of IS from the 268 

remaining SAR cycles, averaged across all groups, i.e. all aliquots of a given measurement or 269 

{sample; support/reader} permutation. This produced values of 
, SARalltbb for each beta exposed 270 

group, and 60 ,Co SARall
t
b

  for the gamma exposed group. Signal per unit beta exposure time for 271 

gamma exposure was calculated as ( )60 6011 ,
/S BlS Co Co SARall

I I t
b

- , and that for beta exposure as272 

1 1 , ( ) /S S Bl SARallI I tb bb- .  273 

 274 

“Multiple aliquot” beta dose rates were calculated for each beta irradiated group, from the 275 

quotient of IS beta minus IS blank and IS gamma minus IS blank, multiplied by the quotient of 276 

gamma dose rate and beta exposure time, multiplied by the quotient of signal per unit beta 277 

exposure during beta exposure and that during gamma exposure (3). 278 

 279 

( ) ( )
( )

( )

( )
( )
( )

60 60 60

60 60
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60

1 1
2

1 1 1 1 ,, 60 1

2

1 , 11 11 1 11
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.   

  

S S Bl

S S Bl S S BlCo Co SARall CoSARall

MA

SARallS Bl S BlS Co S Co S BlS Co
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I I

D t DI I I It
D mGy Co s

t t tI I I I I I

t

b

b b bbb
b

b bb b

b

-

-

- -
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- - -
(MAD mGy(MAbD mD mMA   (3) 280 

 281 
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The beta dose rate values from each sample were corrected for decline in 
90

Sr/
90

Y activity (t1/2 282 

28.8 years, to 01/01/2014), and weighted means (1/var; external error 1σ) calculated to obtain a 283 

calibration coefficient, C, for each permutation of beta irradiator, support, grainsize, and OSL 284 

signal integral {(R1, R2, R3, Db); (SSC, ALD, SSD); (90/100-160 μm, 160-250 μm); ([11-30 285 

391-490], [11-12 13-14])}. Comparison of the average internal and external errors on C for the 286 

different OSL signal integrals and approaches to calculating DbDb , across all combinations of 287 

reader, support and grainsize (Table 6), indicated that while single aliquot approaches yielded 288 

better precision, dispersion was minimised by using the dose-normalised multiple aliquot 289 

approach and the signal integrals 11-30, 391-490. Dose rates from the multiple aliquot data of 290 

the polymineral sample A7/318 were within the range observed for quartz, and were included in 291 

the weighted means. The resultant calibration coefficients (Table 7) were compared between 292 

grain sizes and types of support by taking ratios, to evaluate patterns of variation as a function 293 

of backscatter and beta field homogeneity (Table 8; Fig. 4). 294 

  295 

The ratio measured/given beta exposure (s/s) was calculated as the weighted mean of tβSARβ/tβ1 296 

for the one group of aliquots per sample that had been irradiated and then measured by SAR-297 

OSL on the same reader and hence also the same support (Table 9). For comparison, 298 

estimated/given gamma dose (Gy/Gy) was calculated for the same groups as measured/given β 299 

exposure, using i. MADbMADbMA  obtained from that particular group (3), ii. the weighted mean of SADbSADbSA  300 

(2) for a given support and grainsize (i.e. “CSA”), and iii. CMA from Table 7, i.e. the weighted 301 

mean of MADbMADbMA (3) for a given support and grainsize: 302 

 303 

i. estimated/given gamma dose = 
60

60

MA SAR Co

Co

D t

D

b b 60MA SAR60D tMAbD tD tMA bSAR
  304 

 305 

ii. estimated/given gamma dose = 
60

60

'

 
 

1000

SA SAR Co

Co

C t

D

b
 306 

 307 

iii. estimated/given gamma dose = 
60

60

'

 
 

1000

MA SAR Co

Co

C t

D

b
 308 

 309 

, where 60

'

 SAR Co
t
b

 is  60  SAR Co
t
b

corrected for decay of the 
90

Sr/
90

Y source to 01/01/2014.  310 

 311 

3. Results and Discussion 312 
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 313 

The beta calibration coefficients evaluated for 90/100-160 μm grains on stainless steel cups in 314 

R1 and Db were 2.3% and 2.6% higher than decay corrected values for 100 μm grains based on 315 

Richter et al. (2003): respectively ca. 1σ and 2σ based on the present uncertainty estimates. 316 

Present results are thus considered to be consistent with the previous calibration transfer 317 

exercise. 318 

 319 

Optimal precision in calibration coefficients was obtained using dose normalised signals 320 

integrated over the majority of the OSL decay, with late background subtraction, in a multiple 321 

aliquot approach (Table 6). Values obtained using initial OSL signals with early background 322 

subtraction were similar: for a given permutation of beta irradiator, grainsize and support, they 323 

were within 3.4% and 1.1 times the combined 1σ uncertainty excluding systematic uncertainties 324 

in the gamma dose delivered to the quartz (Table 7). The difference may relate simply to poorer 325 

counting statistics. Also, in some cases outlying results from individual aliquots appeared (on 326 

subsequent inspection) to relate to the presence of multiple layers of grains on the support: in 327 

these cases results from initial signals and early background subtraction tended to be less 328 

severely affected. 329 

 330 

The relatively high dispersion obtained using a single aliquot approach (Table 6) may relate to 331 

effects of “dose recovery” on its accuracy (Table 9). For the present experimental conditions, 332 

values of measured/given beta exposure (tβSAR/tβ, section 2.4) provided direct control on the 333 

accuracy of the SAR measurement of the signal from 
60

Co irradiation. Weighted mean values of 334 

tβSAR for each sample were up to 21% different from the known exposure time tβ. The lowest 335 

values were obtained from optically bleached samples, which did not exhibit predose 336 

sensitization (Fig. 5). Activated and heated samples yielded values close to unity, and did 337 

exhibit predose sensitization (Fig. 5). Use of MADbMADbMA  (2) and CSA to calculate estimated/given 338 

gamma dose produced values with similar strong sample to sample variation as tβSAR/tβ (Std. 339 

Dev. 7-10%), but that were all shifted so that the average was close to unity. Thus, use of MADbMADbMA  340 

(2) and CSA tended to correct for the average effects of “beta dose recovery”, but would not then 341 

permit the use of tβSAR/tβ to accurately correct a measurement of an unknown “dose” for “dose 342 

recovery” effects. For CMA on the other hand, estimated/given gamma doses were consistent 343 

with measured/given beta exposures (RMSD 3%; i.e. systematic effects of measurement did not 344 

affect CMA), so that accurate correction for the effect of “dose recovery” could be made using 345 

tβSAR/tβ. The recycling ratio, conventionally used to assess change in dose response characteristic 346 

within the SAR protocol, reproduced tβSAR/tβ for heated quartz (values close to unity) and for the 347 

polymineral sample (A7/318), but it did not reflect low values of tβSAR/tβ in the other cases. 348 
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Monitoring of and correction for such effects within regenerative measurement sequences 349 

applied to quartz has been investigated by Murray and Wintle (2000) and Sinhvi et al. (2012), 350 

and its testing will be reported separately. 351 

 352 

The present results indicate differences in calibration coefficient for different combinations of 353 

grainsize and support (Table 7; Table 8). This may be understood in terms of electron 354 

backscatter (and attenuation), and spatial uniformity of the electron fluence in the plane of the 355 

sample, i.e. effective solid angle (Table 2; Fig. 4; Carrillo, 1996; Soum et al., 1987; Spooner and 356 

Alsop, 2000; Tabata et al., 1999). Differences between CSSD and CALD, 25% and 14% for 357 

90/100-160 and 160-250 μm grains respectively, are consistent with greater backscatter from 358 

steel in a given geometry, and indicate that the difference affects quartz closer (than 100 μm) to 359 

the surface of the support. The value of 14% is similar to that obtained by Mauz and Lang 360 

(2004) and Armitage and Bailey (2005) for similar grainsizes. For CSSC, reduced steel thickness 361 

and increased distance from the Risø beta source (R1, R2, R3) results in a calibration coeficient 362 

similar to CALD for 90/100-160 μm grains, as intended, but it overcompensates for 160-250 μm 363 

grains. The difference in source-sample distance for cups and disks is less in the Daybreak 364 

irradiator (Bortolot, pers comm, 2015; Table 2) than in the Risø systems, where there is only a 365 

small difference between CSSD and CSSD. 160-250 μm grains received on average 8(±1)% and 366 

5(±3)% lower dose rates than 90/100-160 μm grains on SSC and SSD, but 3(±2)% higher dose 367 

rates on ALD (Table 7). Similar results for SSC and SSC also indicate that most of the 368 

difference in energy deposition relates to backscatter of electrons incident on the support with 369 

E0 <  0.5 MeV (Fig. 4), where the difference in ηBE for SSC and SSC is small. The low observed 370 

difference in calibration coefficient between two different coarse grainsize fractions for ALD 371 

(Table 8) is consistent with previous observations by Armitage and Bailey (2005), and the 372 

decrease observed for SSC and SSD is not inconsistent with those of Goedicke (2007) if some 373 

of the latter’s results for slightly larger grainsizes are considered outliers. The reduction at larger 374 

grainsizes observed by Goedicke (2007) may relate to a decreased contribution from 375 

backscattered electrons rather than attenuation in the grains per se. It should be noted though, 376 

that the findings of these studies were both based on single aliquot evaluations of what is termed 377 

here tβSAR60Co (“gamma dose recovery”), but obtained from different samples in different 378 

conditions. Although only two broad grainsizes typical of dating studies were used in the 379 

present study, the present multiple aliquot results were consistent across various samples and 380 

gamma irradiations, as were the relative differences for different types of support. 381 

 382 

In the use of a single dose response characteristic in the evaluation of the signal per unit dose 383 

quotient (section 2.4), it is assumed that any change in the standardized dose response 384 

characteristic from cycle 1 to the remainder, measured by SAR, is equal for each beta- and 385 
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gamma- exposed group. The parallel treatment, irradiation and measurement of the groups was 386 

designed for this, but this aspect was not monitored. However, when using a single fit for all 387 

aliquots of a sample (Fig. 5) the signal per unit dose quotient ranged from 0.97 to 1.00, but use 388 

of individual group weight means produced much more highly dispersed values, from 0.89 to 389 

1.15. The weighted mean standardised response is lower for the polymineral sample (Fig. 5) due 390 

to the effect of preheats (preceeding I and IT) of different severity on a continuous trap 391 

distribution, and for samples measured on cups due to either improved thermal contact 392 

compared to disks or stronger heating on the reader R1 (Roberts and Duller, 2004; Burbidge, 393 

Accepted). Except for this the standardised dose response was the same for all samples, once the 394 

calibrated in Gy. Weighted mean standardized signals from the individual groups values appear 395 

to include dispersion in signal per unit dose from effects other than change in the gradient of the 396 

dose response characteristic. Where multiple aliquot calibration transfer has been pursued in the 397 

past, non-linearity effects have been accounted for by relying on subsequent “dose recovery” 398 

measurements (regenerative or additive), or by selecting two or three beta irradiation times for 399 

each sample to bracket the expected gamma response and so permit linear interpolation (Guerin 400 

and Valhadas, 2014), or by calculating a simple ratio but only after an iterative series of 401 

previous calibration excecises (Pernicke and Wagner, 1979). Use of two beta irradiation times 402 

would have implied doubling the number of aliquots measured per calibration transfer, or an 403 

approximately Ö2 reduction in statistical precision. However, ideally the IS1 multiple aliquot 404 

dose response characteristic for the different beta and gamma sources would be reconstructed 405 

(Bos et al., 2006; Guérin and Valladas, 2014), with consequent multiplication of experimental 406 

effort. The experimental effort involved in such approaches has tended to result in use of a 407 

limited number of samples, whereas the present results indicate the importance of repeated 408 

cycles comparing different samples.  409 

 410 

4. Conclusions 411 

 412 

A robust and efficient parallel multiple aliquot calibration transfer protocol for minerals used in 413 

luminescence dating and retrospective dosimetry was implemented using standardized OSL 414 

signals, and accounting for non-linearity based on a common (weighted mean) SAR-OSL dose 415 

response characteristic. The permutations examined included: activated, heated and optically 416 

bleached quartz, and polyminerals; supported on aluminium disks, stainless steel cups, and 417 

stainless steel disks; for three generations of Risø and one Daybreak beta irradiator; with results 418 

calculated using different OSL signal integration times. Results for the different coarse 419 

grainsizes were relatively consistent on aluminium disks, but exhibited consistent differences on 420 

steel cups and disks, and the relationship between each grainsize/support permutation varied 421 
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consistently between irradiators, as a function of backscatter, presentation geometry, and source 422 

model. 423 

 424 

For the present samples, SAR-OSL from heated material exhibited predose sensitisation and 425 

yielded the measured or measured / given beta dose quotients close to unity. Optically bleached 426 

material exhibited little sensitivity change and underestimated given beta doses by on average 427 

15%. Comparison of measured/given beta exposures and estimated/given gamma doses 428 

indicated that if a parallel multiple aliquot calibration transfer is conducted, then the ratio of 429 

measured to given beta exposure may be used to accurately correct for systematic deviations 430 

arising from the applied measurement protocol, with an RMS deviation of ca. 3% from sample 431 

to sample. However, if the calibration transfer were based on SAR gamma dose recovery then 432 

its accuracy would be subject to the rigorously parallel establishment of measured/given beta 433 

exposure values, and so effectively it would need to be made into a multiple aliquot approach. 434 

Use of OSL integrated over the majority of the decay with “late background” subtraction 435 

offered slightly better precision than use of the initial OSL gradient, but was more sensitive to 436 

overloading of disks. Parallel multiple aliquot calibration transfer was found to offer better 437 

accuracy and precision than retrospective single aliquot measurements, and was robust for 438 

polyminerals as well as quartz.  439 

 440 
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 586 

5. Captions 587 

 588 

Table 1. Samples, preparation and pretreatments  589 

 590 

Table 2. Irradiators and sample presentation (Bortolot, pers comm; Lapp and Thomsen, 2010; 591 

Markey et al., 1997).  592 

 593 

Table 3. Attenuation and buildup coefficients used in analytical calculations for air and quartz  594 

 595 

Table 4. Luminescence readers and irradiation sequences. Cycle 1 irradiation times tβ1 are listed 596 

in Table 5. 597 

 598 

Table 5. Results of measurements, for each sample, grainsize and support 599 

 600 

Table 6. Average 1σ % internal and external errors associated with single and multiple aliquot 601 

conversion coefficients (conversion coefficient = weighted mean of dose rates calculated using 602 

(2) or (3) for a given permutation of irradiator, support and grainsize). These uncertainty 603 

estimates do not include contributions from the absolute kerma calibration of the 
60

Co 604 

irradiation, or the air kerma in air to dose in encapsulated quartz conversion (section 2.3). 605 

 606 

Table 7. Conversion coefficients from weighted means of the best values for dose rate 607 

calculated using the multiple aliquot approach using tβI/IT (3), for each permutation of beta 608 

irradiator, grainsize, support, and signal integral. n is the number of samples measured per 609 

permutation (Table 1). 610 

 611 

Table 8. Relative conversion factor for different types of support, as a function of grainsize and 612 

beta irradiator. Signal integral is Ch 11-30, 391-490. 613 

 614 

Table 9. Ratios of measured / given beta exposure, and estimated / given gamma dose calculated 615 

using different conversion factors: “dose recovery”. The inverse of the recycling ratio from 616 

within the SAR sequence is included for comparison. Values are weighted means for a given 617 

sample, across the three different types of support (ALD, SSC, SSD), and hence also across the 618 

three different luminescence readers used for measurement (R1, R2, R3). % RMSD, tβSAR/tβ is 619 

the % root mean deviation from the tβSAR/tβ for that ratio. 620 

 621 
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 622 

Fig. 1. Flow diagram of operations and sub-samples in the calibration transfer procedure.  623 

 624 

Fig. 2. Indicative spectrum of additional contribution to energy transported by Compton 625 

scattered electrons close to the wall-sample interface, resolved into forward- and sideways- 626 

scattered components. Electron scattering angle (φ), initial kinetic energy (Te0), and probability 627 

distribution (dσc/dΩ vs. φ and hence Te0) were obtained from the Compton scattering equations 628 

and Kline–Nishina formula (Krane, 1988 Ch7). Parallel (forward) and perpendicular scattering 629 

components were resolved as Te0cos φ and Te0sin φ, these were used to calculate cdsa and hence 630 

extrapolated ranges (Rcdsa, Rext,t; Berger et al., 2010; Tabata et al., 2002). Rext,t from the wall 631 

sample-interface is the abcissus, in units of cm into the sample (SiO2 of bulk density ρ = 1.6 632 

gcm
-2

). A degraded spectrum was obtained by integrating f(Te0max - Te) = dσc/dΩ between 0 and 633 

(Te0max - Te0), then integrated again as a function of Te0 resolved according to its directional 634 

components. These were normalised to the integral of the complete undegraded spectrum and 635 

multiplied by ((ρW/ρS)-1)/2, to obtain fraction of extra transported energy in the sample as a 636 

function of distance from the wall/sample interface. The sum of the integrals of each directional 637 

component, divided by the sample half thickness (0.4 cm), indicates an overall addition of 638 

0.48% to energy deposition in the sample.  639 

 640 

Fig. 3. Absorbed dose and collisional kerma vs. depth along the 
60

Co source - sample axis, with 641 

(DS, KColS) and without (KColA) the sample present, calculated in EGSnrc using an end-on 642 

cylindrical approximation of the sample geometry (see text for details). 643 

 644 

Fig. 4. Backscatter energy coefficients for electrons of initial kinetic energy (Te0) between 0 and 645 

1.6 MeV, normally incident on 0.25 mm Fe (SSC), 0.5 mm Fe (SSD), and 0.5 mm Al (ALD). 646 

Inset are shown SSC and SSD values normalised to ALD. Backscatter energy coefficients for 647 

semi-infinite media were calculated from Tabata et al. (1999), and the effect of thickness on 648 

number coefficient calculated from Soum et al. (1987).  649 

 650 

Fig. 5. Standardised dose response, and predose sensitization, of SAR-OSL. Values are 651 

weighted means for each {sample; support/reader} permutation measured (n ≈ 48): black 652 

symbols = SSC/R1, dark grey symbols = ALD/R2, light grey symbols = SSD/R3. 653 

 654 

 655 

  656 
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Tables 657 

 658 

 659 

Table 1. double column table 660 

 661 

Sample Source Grain-size Pretreatment Irradiation - 

Measurement 

    (μm)   (days) 

A12/175 Miocene arenite 90-160 700 °C / 1 hr; 10 kGy; 500 °C / 0 min 1 

A9/203 Holocene heated colluvium 160-250 350 °C / 0 min 20 

A9/202 Holocene colluvial soil 100-160 Bleach, daylight behind window 13 

A9/291 Holocene palaeosol 90-160 Bleach, daylight behind window 6 

A6/485 Pliocene coastal dune sand 160-250 Bleach, daylight behind window 3 

A10/161 Late Holocene coastal dune 

sand 

160-250 Bleach, daylight behind window 10 

A7/318 Recent coastal dune sand 160-250 Bleach, daylight behind window 2 

 662 

  663 
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Table 2. double column table 664 

 665 

Irradiator Label 60Co R1 R2 R3 Db 

  Model AECL 

Eldorado 6 

Risø DA-15 Risø DA-20 Risø DA-20 Daybreak 

801E 

Source Type 60Co 90Sr/90Y 90Sr/90Y 90Sr/90Y 90Sr/90Y 

 Model  Amersham Eckert & Ziegler Eckert & Ziegler AEA 

Technology 

 Nominal 

Activity 

92.5 TBq, 1.48 GBq, 

2000 

1.48 GBq, 2007 1.48 GBq, 2009 7.4 GBq, 2002 

  Co(Ni) in steel 

capsule 

in 12 mm 

diameter Ag 

foil 

1 ceramic bead 

melted into 1 cm 

diameter steel cup 

4 ceramic beads 

deposited in 1 cm 

diameter steel cup 

1 ceramic 

bead, 5 mm 

diameter, on 

steel 

Sample  Bulk powder, 

8´8´16 mm, 

ρ ≈ 1.6 gcm-3 

ca. 5 mm diameter monolayer, central on: 

Container  

/ Support 

 Fused silica, 

walls 3.7±0.05 

mm 

ρ = 2.2 gcm-3 

stainless steel cups (SSC), 0.25 mm thickness;  

aluminium disks (ALD), 0.5 mm thickness;  

stainless steel disks (SSD), 0.5 mm thickness 

Substrate  Air N2 Aluminium 

Source - 

sample 

(mm) 800 7 disk; 8 cup 15 disk; 15.5 

cup 

 666 

  667 
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Table 3. single column table 668 

 669 

   Air  SiO2 

μtot cm2g-1  0.05687  0.05693 

μnc cm2g-1  0.05684  0.05686 

μc cm2g-1  0.05682  0.05682 

μen cm2g-1  0.02666  0.02661 

a   2.0205  1.9598 

b   1.3465  1.3075 

c  -0.0715 -0.0626 

ξ   14.295  14.958 

d   0.0288  0.0226 

 670 

 671 

 672 

 673 

 674 

 675 

 676 

 677 

Table 4. single column table 678 

 679 

Reader R1 R2 R3 

Support SSC ALD SSD 

Cycle tβ (s) 

1 - - - 

2 68 63 36 

3 0 0 0 

4 17 16 9 

5 34 32 18 

6 136 126 72 

7 272 252 144 

8 0 0 0 

9 68 63 36 

10 (IR) 68 63 36 

T 14 13 7 

 680 

  681 
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 682 

Table 5. double column table 683 

 684 

Sample Irradiation Measurement                           

Grainsize 

   

SSC, R1 

   

ALD, R2 

   

SSD, R3 

   (μm) 

   

n I IS tβSAR RR Z2 n I IS tβSAR RR Z2 n I IS tβSAR RR Z2 

Date         (cts) (sβ) (sβ)   (sβ)   (cts) (sβ) (sβ)   (sβ)   (cts) (sβ) (sβ)   (sβ) 

A12/175 R1 68 (sβ) 8 13671 55 66 1.05 0.6 8 29244 55 62 1.01 0.6 8 64628 35 40 1.03 0.3 

90-160 R2 51 (sβ) 8 13663 49 58 1.06 0.7 8 5839 53 60 1.00 0.6 8 56189 34 38 1.03 0.4 

18-04-13 R3 42 (sβ) 8 13744 49 58 1.05 0.7 7 32875 54 61 1.01 0.6 8 61988 31 35 1.03 0.4 

 

Db 30 (sβ) 8 13028 53 63 1.05 0.7 6 25215 47 52 1.02 0.6 8 54380 29 32 1.04 0.4 

 

60Co 4.62 (Gy) 8 11688 50 58 1.08 0.6 8 28824 43 46 1.03 0.6 8 51873 29 32 1.03 0.3 

 

Bl 0  8 17 0.1 -0.4 1.12 0.8 8 16 0.0 -0.3 1.06 0.6 8 11 0.0 -0.2 1.06 0.4 

A9/203 R1 68 (sβ) 8 8634 55 72 0.91 0.2 7 37612 34    8 49463 40 46 0.97 0.1 

160 - 250 R2 51 (sβ) 8 9580 51 66 0.87 0.2 8 28030 33    8 55298 36 42 0.97 0.1 

26-06-13 R3 42 (sβ) 8 7782 51 65 0.87 0.2 6 23845 33    8 42232 33 37 0.97 0.1 

 

Db 30 (sβ) 8 9499 55 72 0.93 0.2 8 24873 32    8 41074 31 35 0.96 0.1 

 

60Co 4.62 (Gy) 8 12299 57 73 0.92 0.2 6 31145 25    8 36872 33 37 0.97 0.1 

 

Bl 0  7 4 0.0 -0.1 0.88 0.2 8 4 0.0    8 -2 0.0 -0.1 0.97 0.1 

A9/202 R1 68 (sβ) 8 783 43 56 1.01 1.5 8 16892 53 62 1.00 1.0 8 29996 34 40 1.01 0.6 

100-160 R2 51 (sβ) 8 1038 42 55 0.98 1.6 7 12298 50 58 1.00 1.1 7 23430 32 37 1.00 0.7 

02-08-13 R3 42 (sβ) 8 1069 41 53 1.00 1.4 8 8871 54 62 0.99 1.1 8 23988 30 34 0.99 0.6 

 

Db 30 (sβ) 8 1145 46 60 0.97 1.6 6 8741 45 51 0.98 1.0 8 25824 27 31 1.01 0.7 

 

60Co 4.62 (Gy) 8 1079 45 58 0.93 1.2 8 14999 41 46 0.97 1.2 8 21348 27 31 0.98 0.7 

 

Bl 0  8 12 0.3 -0.4 0.93 1.3 7 67 0.3 -0.4 0.97 1.1 8 100 0.2 -0.2 0.99 0.6 

A9/291 R1 78 (sβ) 7 626 53 69 1.05 0.5 8 6689 45 52 0.99 0.5 8 3326 29 32 0.98 0.3 

90-160 R2 61 (sβ) 8 561 53 68 1.06 0.5 8 16281 46 53 0.98 0.6 8 5136 30 35 0.98 0.3 

12-05-14 R3 51 (sβ) 8 805 53 66 1.02 0.5 8 6410 44 50 0.99 0.6 8 5780 29 32 1.00 0.3 

 

Db 33 (sβ) 8 421 50 63 0.97 0.7 7 13288 42 47 1.00 0.5 8 3692 29 32 1.01 0.3 

 

60Co 4.62 (Gy) 8 631 45 56 0.98 0.6 8 20309 40 45 1.00 0.5 8 5602 27 29 1.01 0.3 

 

Bl 0  8 4 0.4 0.0 1.01 0.7 8 143 0.3 0.0 1.00 0.5 7 24 0.2 0.0 1.02 0.3 

A6/485 R1 78 (sβ) 8 30657 49 62 1.03 1.2 8 2865 39 46 1.02 1.0 8 68892 27 31 1.01 0.8 

160 - 250 R2 61 (sβ) 8 40174 48 60 1.03 1.1 8 2388 43 48 0.99 0.7 8 68370 26 31 1.01 1.0 

04-07-14 R3 51 (sβ) 7 36360 45 56 1.03 1.0 8 3104 40 45 1.01 1.1 8 77307 27 31 1.01 0.7 

 

Db 33 (sβ) 8 34433 47 58 1.03 1.1 8 2042 39 43 1.02 0.8 8 84386 26 30 1.01 0.8 

 

60Co 4.62 (Gy) 8 21961 45 55 1.02 1.6 8 3958 37 40 0.98 0.8 8 47990 25 30 1.01 1.1 

 

Bl 0  8 1279 1.7 0.9 1.09 1.4 8 62 1.0 0.5 1.03 0.8 8 1467 0.6 0.1 1.01 0.8 

A10/161 R1 78 (sβ) 8 3333 46 63 1.01 1.4 6 882 43 50 0.99 1.6 8 16493 24 34 1.03 1.1 

160 - 250 R2 61 (sβ) 8 5913 48 66 0.99 2.4 8 841 43 48 0.98 0.9 8 18997 27 34 1.00 1.0 

31-10-14 R3 51 (sβ) 8 5566 46 63 1.02 1.3 6 2284 41 46 1.00 1.2 8 23337 24 30 0.97 1.1 

 

Db 33 (sβ) 8 6332 48 64 1.00 1.3 7 1163 44 49 1.02 1.0 7 16436 27 34 0.96 1.0 

 

60Co 4.62 (Gy) 8 3060 46 64 1.01 1.5 5 646 32 37 1.01 1.8 8 15572 26 32 0.98 1.0 

  Bl 0   8 375 2.5 1.6 1.01 1.7 8 45 0.9 0.3 1.02 0.8 7 577 0.9 0.0 0.95 1.2 

A7/318 R1 78 (sβ) 8 17547 17 60 1.23 4.5 8 3153 21 50 1.09 2.9 8 28570 17 35 1.14 1.1 

160 - 250 R2 61 (sβ) 8 17597 18 59 1.22 4.4 8 701 22 54 1.09 3.2 8 81845 15 36 1.07 1.3 

05-09-14 R3 51 (sβ) 8 13164 17 58 1.22 4.0 8 2767 20 50 1.17 3.2 8 107844 16 33 1.11 1.3 

 

Db 33 (sβ) 7 10952 17 63 1.16 4.0 8 2885 22 50 1.08 2.7 8 74777 18 36 1.17 1.2 

 

60Co 4.62 (Gy) 8 17648 17 62 1.28 4.9 8 2866 19 47 1.11 3.6 8 64049 16 35 1.04 1.3 

  Bl 0   8 303 0.4 0.5 1.24 4.5 7 30 0.2 -1.3 1.06 3.4 8 609 0.1 -0.6 1.05 1.6 

Numbers in italics: break in run, I normalised to subsequent regenerative dose response 
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Table 6. single column table 687 

 688 

 CMA  CSA  

OSL signal integrals int ext int ext 

Ch 11-30, 391-490 1.3 1.5 0.9 3.8 

Ch 11-12, 13-14 1.3 1.9 1.2 3.6 
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Table 7. single column table 691 

  692 

C  OSL signal integrals 

Multiple   11-30;391-490 11-12;13-14 

Aliquot   C ±* C ±* 

 

   (mGy60Co s-1) 

Stainless Steel Cup R1 73.6 2.0 76.4 3.2 

90/100-160 μm R2 91.5 1.3 94.6 3.0 

n = 3 R3 110.2 1.5 111.9 3.7 

  Db 166.1 2.0 170.2 6.5 

Stainless Steel Cup R1 68.3 1.1 67.7 1.1 

160 - 250 μm R2 86.3 1.4 85.4 1.5 

n = 4 R3 100.3 1.6 100.4 1.6 

  Db 155.6 2.5 154.8 2.6 

Aluminium Disk R1 71.4 0.9 72.5 1.2 

90/100-160 μm R2 93.0 0.9 93.8 0.8 

n = 3 R3 113.7 1.5 114.5 2.1 

  Db 136.8 1.4 137.0 1.8 

Aluminium Disk R1 75.5 3.1 75.3 2.6 

160 - 250 μm R2 97.2 1.8 98.2 2.6 

n = 4 R3 114.9 3.6 115.0 3.5 

  Db 145 10 147.3 11 

Stainless Steel Disk R1 91.6 1.3 92.6 1.1 

90/100-160 μm R2 116.0 1.1 115.5 1.8 

n = 3 R3 143.4 1.7 141.5 2.4 

  Db 170.3 3.1 167.2 3.3 

Stainless Steel Disk R1 89.5 3.2 89.7 1.0 

160 - 250 μm R2 110.0 1.1 110.9 1.0 

n = 4 R3 131.0 5.3 131.3 4.7 

  Db 164.2 1.9 164.9 3.8 

* Max{s, σ} combined with kerma and kerma-to-dose 
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Table 8. single column table 695 

 696 
Grainsize Irradiator C/CALD     

    SSC   SSD   

90/100-160 μm          

 

R1 1.03 0.03 1.28 0.02 

  R2 0.98 0.02 1.25 0.02 

  R3 0.97 0.02 1.26 0.02 

  Db 1.21 0.02 1.24 0.02 

160 - 250 μm          

 

R1 0.90 0.04 1.19 0.06 

  R2 0.89 0.02 1.13 0.02 

  R3 0.87 0.03 1.14 0.05 

  Db 1.08 0.06 1.14 0.06 

 697 

  698 



27 

 

Table 9. double column table 699 

 700 

 

 Ch 11-30, 391-490 Ch 11-12, 13-14 

  Beta Gamma Beta Gamma 

   Meas/Given  Estimated/Given   Meas/Given Estimated/Given  

Sample Grainsize 1/RR tβSAR MADbMADbMA  CSA CMA 1/RR tβSAR MADbMADbMA  CSA CMA 

A12/175 90-160 0.98 0.96 0.94 1.01 0.92 0.99 0.96 0.95 1.01 0.93 

A9/203 160-250 1.04 1.05 1.14 1.09 1.03 1.04 1.05 1.13 1.11 1.05 

A9/202 100-160 1.00 0.93 0.93 0.99 0.91 1.02 0.94 0.93 0.99 0.90 

A9/291 90-160 1.01 0.87 0.87 0.94 0.85 1.02 0.89 0.90 0.96 0.88 

A6/485 160-250 0.99 0.80 0.82 0.90 0.78 0.99 0.79 0.86 0.89 0.76 

A10/161 160-250 1.02 0.79 0.89 0.91 0.83 1.02 0.81 0.94 0.93 0.85 

A7/318 160-250 0.85 0.83 0.97 1.03 0.88 0.93 0.84 0.95 0.99 0.86 

% RMSD, tβSAR/tβ 12.6 0.0 7 10 3.2 13 0.0 8 9 2.8 

Mean   0.98 0.89 0.94 0.98 0.89 1.00 0.90 0.95 0.98 0.89 

Std. Dev.   0.06 0.09 0.10 0.07 0.08 0.04 0.09 0.09 0.07 0.09 
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Figures 703 

 704 

 705 

Fig. 1. Double column figure 706 
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Fig. 2. Single column figure 714 
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Fig. 3. Single column figure 719 
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Fig. 4. Single column figure 722 
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Fig. 5. Single column figure 727 
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