Experimental Validation of
Inverse Techniques for the
Remote Identification of Impact
Forces in Gap-Supported Systems
Subjected to Local and Flow
Turbulence Excitations

Predictive computations of the nonlinear dynamical responses of gap-supported tubes
subjected to flow excitation have been the subject of active research. Nevertheless, ex-
perimental results are still necessary for validation of the theoretical predictions as well
as for asserting the integrity of field components. Because carefully instrumented test
tubes and tube-supports are seldom possible, due to space limitations and to the severe
environment conditions, there is a need for robust techniques capable of extracting rel-
evant information from the actual vibratory response data. Although at the present time
such analysis is overambitious, as far as the multisupported tube bundles of real-life
components are concerned, the same instrumentation difficulties frequently apply in the
case of laboratory test rigs. Therefore, the subject of this paper is of practical signifi-
cance even in the more modest realm of laboratory experiments. The knowledge of the
dynamical contact/impact (vibro-impact) forces is of paramount significance, and also
the tube/support gaps. Following our previous studies in this area using wave-
propagation techniques (De Araijo et al., 1998; Antunes et al., 1998; Paulino et al.,
1999), we recently applied modal methods for extracting such information. Based on
numerically simulated time-domain vibro-impact responses, the dynamical support
forces, as well as the vibratory responses at the support locations, were identified from
one or several vibratory responses at remote locations, from which the support gaps
could also be inferred (Delaune et al., 2010). Also recently, for the related problem of
friction force identification on bowed strings, preliminary experiments have shown the
feastbility of these identification techniques (Debut et al., 2010). In the present paper, the
modal identification techniques developed by Delaune et al. (2010) and Debut et al.
(2010) are tested using an experimental rig built at Commissariat & I’Energie Atomique
er aux Energies Alternatives (CEA/Saclay), consisting of a randomly excited clamped-free
beam which impacts on an intermediate gap-support. Identification of the impact force,
as well as of the beam motion at the gap-support, is achieved based on remote measure-
ments of the beam response provided by two accelerometers. A significant feature of the
experimental identifications presented in this paper is that, beyond the results obtained
‘under a point-force shaker excitation, we test here an original technique to identify the
gap-supported reactions in flow-excited systems, which was recently introduced by De-
laune et al. (2010). As for most inverse problems, the identification results may prove
sensitive to both noise and modeling errors. Therefore, regularization techniques dis-
cussed by Delaune et al. (2010) are used to mitigate the effects of unmeasured noise
perturbations. Overall, the experimentally identified results compare reasonably well
with the measured contact forces and motions at the gap-supports. Actually, even if our
identifications are not immaculate at the present time, they remain nevertheless quite
usable. [DOI: 10.1115/1.4002926]
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premature failure of the components due to material fatigue or to
vibro-impact wear of the gap-supported tubes. Hence, the authors
and other researchers have developed predictive methods and

1 Introduction

Flow-induced vibrations of heat-exchanger tube bundles and

nuclear fuel rods are a major source of concern, when component
life and plant availability are addressed. Excitation by the flow
turbulence and possible fluid-elastic phenomena may lead to a
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computer codes to analyze heat-exchanger tube responses and
wear, for realistic multisupported tubes and flow configurations,
with considerable success [1-7], as attested by validation of the
predictive techniques achieved through laboratory experiments
[8-11]. :

Laboratory work on vibro-impacting tubes involves carefully
instrumented test tubes and tube-supports, see, for instance, Ref.
[12]. Such experimental conditions are seldom possible for real
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field components, due to space limitations and to the severe envi-
ronment conditions (temperature and radiation) that prevent an
adequate instrumentation of the tube-supports. Therefore, typi-
cally, the tube/support impact forces cannot be directly monitored
under real operating conditions. Identification techniques that en-
able the diagnosis of tube/support interaction, based on remote
vibratory measurements, are therefore quite valuable, for validat-
ing the predictive methods, as well as for condition-monitoring of
the real components.

Previous work in this field include papers by Whiston [13] and
Jordan and Whiston [14], who discussed theoretical and experi-
mental aspects related to the remote identification of impact
forces. These authors modeled the flexural propagation waves in
the frequency domain using a Timoshenko beam model without
damping. In his book and in a series of related papers, Doyle [15]
followed a similar approach. These authors also presented satis-
factory experimental results provided by single impacts acting on
long beams, in such a way that wave reflections at the boundaries
do not interfere seriously with the direct wave used for identifica-
tion proposes. In a series of papers [16-18], using small arrays of
motion transducers, the present authors further extended wave-
propagation techniques, based on a simple Bernoulli-Euler beam
formulation, in order to deal effectively with the wave reflections
arising at the boundary conditions of finite-length beams.

Lin and Bapat [19,20] presented methods for estimating the
impact forces and the support gap in a single-degree-of-freedom
system, respectively, for sinusoidal and random excitations. The
extension of these methods to a beam with a single nonlinear
gap-support was proposed by using a modal approach in the fre-
quency domain [21]. Busby and Trujillo [22] presented a similar
approach, in which the force identification is achieved in the time
domain. Further extension of these methods to multisupported
beams, which display ill-defined or even unknown modal basis,
seems problematic. Nevertheless, our experimental work [18] per-
formed on a beam with three gap-supports that provided high
quality force identifications, provided that vibro-impacts arise at
all intermediate gap-supports (e.g., with no preload effects at in-
termediate supports). Wu and Yeh [23] discussed the problem of
source separation, for several simultaneous impacts, using a time-
domain approach. The so-called cepstral methods of deconvolu-
tion, which may be quite useful when dealing with nondispersive
phenomena, have been used very seldom for dispersive flexural
waves [24]. The same can be said about the application of the
so-called “blind identification” methods to vibro-impact problems,
although interesting pioneer results may be found in Ref. [25].

Most of the basic work on inverse theory was triggered by
identification problems in the geophysics/astrophysics, radar/
sonar, and medical research fields. These problems usually in-
volve nondispersive phenomena, and lead to problems somewhat
different from those of concern here. Nevertheless, for an ap-
proach to inverse problems, useful information will be found in
the applied work by Jeffrey and Rosner [26], Dimri [27], and
Parker [28]. In a more general context, Press et al. [29], Groetch
[30], Hansen [31], and Grech et al. [32] offered excellent reviews
on inverse problems and current methods for solving them.

The main difficulty with inverse problems is ill-conditioning,
physical or numerical, of the transfer/propagation operators which
describe the phenomena. This leads to inverse formulations that
are very sensitive to noise contamination of the measured signals.
Problems may be partially overcome by regularization of the
transformation operators, by using several methods, namely, sin-
gular value decomposition (SVD), incorporation of physical con-
straints, and optimization techniques [16,29-33]. Another possible
source of difficulties lays in the imperfect knowledge of the sys-
tem parameters used when formulating the inverse problem, the
modal frequencies being particularly sensible parameters. This
problem is discussed in Ref. [34], where an alleviating approach is
proposed and experimentally validated. ‘

The present paper follows our previous work on remote vibro-
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impact identification using wave-propagation techniques [16—18].
Here, we explore the use of modal techniques for extracting, from
one or several vibratory response measurements at remote loca-
tions, the dynamical support forces as well as the vibratory re-
sponses at the support locations, from which the support gaps may
be inferred. Both techniques work in the “frequency domain. In
contrast to the wave-propagation approach, the modal approach
asks for a larger number of parameters in order to describe the
system dynamics matrices H(w) to be inverted, which is certainly
a disadvantage. Indeed, while only a couple of parameters related
to the wave speed and dissipation is needed to describe propaga-
tion in the k(w) dispersion equation, the modal approach needs all
the modal parameters m,, w,, {,, and @,(x), n=1,2,...,N in the
frequency range of interest. However, wave-propagation tech-
niques must cope with a multitude of reflected waves stemming
from the boundary conditions of finite-length beams, while these
effects are automatically encapsulated in the modal parameters, a
fact that significantly favors identification techniques based on the
modal formulation.

First, experimental identifications of vibro-impact forces are
presented in this paper, which were obtained under point-force
shaker excitations. However, the most significant feature among
the results presented is that we also validate here a simple original
technique, recently introduced in Ref. [33], to improve the iden-
tification of contact forces at the supports of a flow-excited sys-
tem, which is subjected to an unknown distributed turbulence
force field. Such approach should prove valuable in many in-
stances, particularly, when addressing the difficult problem of
identifying nonimpulsive contact forces at preloaded intermediate
supports. .

The experimental force and gap identifications presented are
based on the modal parameters of our test rig, which were iden-
tified in preliminary tests. We confront the identified dynamical
support contact forces and vibratory motions at the gap-support
with the actual values measured using local transducers. Regular-
ization techniques discussed in Ref. [33] are used to mitigate the
effects of unmeasured noise perturbations. Overall, the experi-
mentally identified results compare reasonably well with the mea-
sured contact forces and motions at the gap-supports. We believe
that, even if our present identification results can possibly be im-
proved, they appear already to be quite usable.

2 Basic Identification Problem

The vibro-impact problems addressed in this paper are severely
nonlinear. However, one should notice that, if the nonlinear sys-
tem dynamical responses are known from measurements, then the
inverse problem of identifying the excitations (including all non-
linear interaction forces) from the available responses becomes

" linear, because the basic unconstrained vibrating system may be

modeled as such. In other words, once the system response is
available, then even the motion-dependent forces (such as im-
pacts) can be seen as common external excitations which led to
the measured tube responses. Note that this is true whatever the
nature of the nonlinear local forces to be identified. For instance,
the dynamical reaction from a support with cubic nonlinearity
might be identified using the same approach as the gap-support
force identification addressed in this paper.

Then, as discussed in Refs. [33,34], identification of the exci-
tation forces becomes essentially a problem of response deconvo-
lution, when working in the time domain, or, which is more prac-
tical, response inversion, by working in the frequency domain. A
basic procedure for the identification of excitations {f(x,,?)}(e
=1,2,...,E) from the response measurements {y(x,,?)}(
=1,2,...,R) can be summarized as shown in Fig. 1.

Here [HT* stands for the pseudo-inverse of matrix [H], which is
built from the following transfer functions:
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Fig'. 1 Procedure for sources identification
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in the case of displacement response measurements. If velocity or
acceleration responses are used, then :

HY (50, %,, 0) = iwH"(x,,x,, ) @)

HA(x,, %, 0) = — 0*HP (X,,X,, ©) 3)

For systems with more than one excitation and more than one
response measurement, the inverse problem must be determinate
(R=E), or else additional information constraints on the interac-
tion forces should be available and included in the formulation.
Excitations e=1,2,...,E include both the actual energy sources
(electromagnetic shakers and flow force field), as well as the con-
tact forces at the gap-supports. In order to highlight the different
~ physical nature of these terms, they will be written in the follow-
ing using the notation: -

contact/impact forces: {f(x,,0}e=1,2,...,0)
shaker excitation: {f(x,,)}(s=1,2,...,5)
distributed flow turbulence excitation: fr(x,?)

Also notice that the modes used when building the transfer
functions (1)—(3) are those of the system wunconstrained at the
Jocations where identifications are to be performed.

Figure 2 shows a sketch of the experimental system, which will
be addressed in this paper, consisting on a clamped-free beam
with length L with a single gap-support at location x,. Excitation
is provided either (a) by a single electromagnetic shaker at loca-
tion x,, or (b) by the turbulence of a transverse flow. These two
cases will be next formulated in detail, following Ref. [33].

e
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Fig. 2 ExperiMentaI vibro-impact system. (a) Point-excitation
by a shaker and (b) distributed flow turbulence excitation.
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3 Excitation by a Point-Force

For the system configuration shown in Fig. 2(a), the vibratory
responses A, (1) =A(x;,2) and A,(f) =A(x,,?) measured by the ac-
celerometers are due to impact and shaker excitation forces, re-
spectively, f.(f)=f(x,,?) and fy(t) =f(x,,t). Because the (uncon-
strained) beam is assumed linear, each vibratory response is given
simply by the superposition of the responses to the two excitation
terms (whatever their possible correlation). In the frequency do-
main this reads

Ay(w) = HA(xx;, 0)F (o) + HA (x50, 0)F (@)

Ay(w) = HA(x,, x5, 0)F () + HA(x5,%,, 0)F () 4

which, by inversion, enables the identification of both excitation
sources :

Fo(w) _[HA(xc,xl,co) HA(xS,xl,w)}'l Al
Fw) | [ HA(pxp o) HA (%0, ) Ay(w)

@ulxe) eulx,)
2 _ 0?4 2iww,l,]

 —

where

N
HAGx,x, 0) = — 0’
n=1 m,[o

(©)

a (29 a(x)
¢ﬂ xS an xr
HA(x X, ) =— w? E
, ) _ m,[wf - 0 + 2iow,{,]

™)

Notice that, once the excitation forces F,(w) and Fy(w) have
been identified through Eq. (5), it becomes easy to also identify
the displacement Y (w) at the gap-support:

Yc(w) = HD(‘xC’xC’ w)FC(w) + HD(xS’xC’ w)FS(w) (8)

4 Excitation by the Flow Turbulence

Now, concerning the system configuration shown in Fig. 2(b), a
perturbing effect comes from the distributed turbulence force field
Fr(x,9). In order to try to somewhat correct the degrading effects
of the unmeasured turbulence excitation, notice that, if the random
excitation was applied at a single point x7, we would have the
following responses:

Al((u)' = H (%, x,, 0)F (@) + HA(xp,x, 0)F{w)

- Ag(©) = HA (30,30, @) F (@) + HA (7,3, 0) Fr () ©)

which would enable the identification of both excitation sources

Fw) HA(x,xp,0) HA(px,0) |7 Ay(w)
=l A A (10)

Frlo) HA(xe, %, @) H(x7,%0, ) Ay(w)
However, the problem is obviously not so immediate, because
the turbulence excitation is distributed along the tube in a complex
manner, and no transfer functions H(xp,x,,®) can be defined.

Even so, for the distributed random excitation, we may correctly
write the response equations as follows:

Fi(@)e,(x)
Mo @F — 0? + 2iww,{,]

N
Ar(w) = HA (5o, @) F (@) +

- n=1

(11)
N
Fi(@)@,(x,)
—_ A ® n
Ag(©) = HA(x 30, @) F () + 2‘; Lo o 2]
(12)

where F' Z(a)) stands for the Fourier transform of the modal forces
related to turbulence f7(f).
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Now, the correct equations (11) and (12) are quite different
from Eq. (9). However, it is tempting to simplify this formulation
in the following manner:

~ HA (Pn(xl)
Ay(w) = HA(xo,x), 0)F () + F (w)g o 2w L]
(13)
ul (x2)
. (Pll X
Ax(w) = HA(x,,x0,0)F (o) + ng(w)z poy +22iwwn§n]
(14)

on the basis that, although modal forces F,T,(w) are clearly differ-
ent — thus, strictly speaking, they cannot be taken out of the sum-
mation in Egs. (13) and (14) — each modal force is essentially
effective only within the frequency range of the corresponding
tube mode. This assumption should be realistic, provided the
modal frequencies are sufficiently separate and the modal damp-
ing is low. Then the “eqmvalent” turbulence force FZ o(@) stands
for all modal forces F (w) each one being dommant in the cor-
responding “modal” frequency range w,-0.5Aw, Sw=w,
+0.5Aw,,1, where Aw,_; =~ w,~w,_; and Awn+1~wn+1 .

From the previous discussion, we can write the following for-
mulation to account for the turbulence excitation in an approxi-
mate manner:

Fc(w) HA(xuxbw) G (xlaw) 1((1))
h a (15)
Feq(w) H (xc‘>x27w) G (x2’w) Az(w)
with each GA(x,,w) related to turbulence excitation defined as
follows:

N
A __ .2 nlx1) |
G (x,0)=-w z mn[wi - 0+ 2iww,l,] 1o
N (
Gy 0) = — D, %) 17

2 .
o mlen — 0* + 2iow,l,]

5 Inverse Problem Regularization

The procedure described in Fig. 1 appears deceptively simple.
Actually, as for most inverse problems, identification results prove
quite sensitive to noise and modeling errors. Regularization meth-
ods must be applied when inverting the transfer function
H(x,,x,, ), in order to overcome the perverse effects of the ran-
dom noise and/or nonmeasured force perturbations. Inversion is
most sensitive to noise and unmeasured perturbations in the fre-
quency regions about the antiresonances of the H(x,,x,, w), which

, are unduly amplified by the matrix inversion.

Several techniques are available for the regularization of in-
verse problems. All of them amount to some kind of filtering, in
order to inhibit the noise amplification, for instance, by applying a
form of Tikhonov regularization [29-32], which is both simple to
implement and quite effective. However, in the present case, the
matrix formulations (5) and (15) lead naturally to the filtering
procedure next described. Noise amplification will arise at fre-
quencies where the transformation matrices

| HA g, 0) By, o) }
[M(d)(w)] B |:HA(XC,X2,(U) HA(x.wa’w) (18)
or ‘
_[H Gor0) o) }
[M(b)(w)] - [HA(XC,X2, w) GA(Xst) (]9)

are near singular. Among the various techniques which can be
used to mitigate the problem, filtering by SVD of [M(w)] appears
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very elegant and effective [29-32]. Singularity of a given matrix
can be quantified through the so-called condition number C(w),
which is the ratio between the highest and the lowest singular
values of the SVD decomposition

M
[M(0)]=[U()[Z(@IV(@)] = >} 0,(@)un(w)Hv, ()
m=1
(20)
with oy =0y= ... =0. Then, C(w)= 0.,/ Opin=01/ 0y, the ma-

trix being perfectly conditioned when C=1 and ill conditioned as
C increases. We tend to prefer the use of the inverse quantity
S(w)=1/C(w) because it nicely normalizes in the range 0=<g
=1, with S=1 for perfectly conditioned matrices and S=0 for
smgulanty

The inverse transformation can be computed from the SVD
terms as

M) =V @] WY = 3 o) (e}
m=1"-"m
(21)

and, typically, SVD regularization consists on neglecting all terms
such that S(w) <e. Then, Eq. (21) becomes

P

D@ = 3 o))

(22)

=1
with P=<M. Actually, because the sensitivities to noise of the
acceleration, velocity, and displacement signals are quite different,
we have found useful to base the regularization procedure, not on
S(w), but on the modified quantifier 3’(&)), see Ref. [33] for a
detailed explanation:

S(w) = i) with oy= max [op,(w)]
M O=w=womp,

Notice that the definition (23) is less artificial than it seems
because such would be the weighing of the (many) singular values
obtained if all the spectral terms were assembled in a single large
band-matrix, instead of being processed frequency per frequency

(23)

M(w)] [0] - [0]
(o] = [?] (M (:wz)] : [?] (24)
[0] (0] (M (pnay)]

Inverting [Mrygr] is mathematically equivalent to the inversion
of [M(wy)], [M(w,)], etc. However, a straight computation of

S(w) from (24) would lead to the result S‘(w) shown in (23), sug-
gesting why such filtering criterion appears adequate. Note that a
direct use of the “assembled” matrix (24), instead of looping on
all matrices [M(w)] with 0= 0 =< w,,,,, would obviously entail a
useless waste of computer resources.

6 Experimental Rig and Test Procedures

Figure 3 shows the actual test rig, which was already sketched
in Fig. 2. It consists on a rectangular aluminum beam with cross
section 20X 10 mm? and total length L=1.267 m, which is
clamped at x=0 and free at x=L. The beam can only vibrate
significantly along its plane of least resistance. An instrumented
gap-support is mounted on a micrometric table at location x,
=0.682 m, the contact forces being measured through two piezo-
electric force transducers Kistler 9132A with charge amplifiers
Kistler 5011. At the gap-supports, the force transducers were fitted
with nylon tips, in order to lower the contact stiffness and limit
somewhat the high-frequency content of the impacts. Caution
partly motivated this decision, in order to restrict the number of
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(b)

Fig. 3 Experimental rig. (a) General view and (b) detail of the
instrumented gap-support.

modes excited by the impacts in the present experiments, but on
the other side we aimed that a significant part of the impact spec-
tra “melted” with the spectral content of the imposed random
excitations.

Experiments have been performed using the following support
conditions: (1) a symmetrical support gap of about 4,
~ +0.3 mm and (2) a “perfect” support with no gaps. As stated
before, two different excitation methods have been tested: (a) us-
ing an electromagnetic shaker located at x,=0.221 m, driven by a
banded white-noise signal in the range 0-200 Hz, and (b) through
the turbulence of a transverse air flow. This random flow excita-
tion was loosely created by impinging on the beam several trans-
verse jets of compressed air, directed along the upper third of the
beam, exciting vibration in the lift direction.

Response measurements are provided by two miniature accel-
erometers Endevco 25A and 2250AM, through charge amplifiers
Endevco 2775. These accelerometers, which were used for the
identification work, are located, respectively, at x;=0.4 m and
x,=1.0 m. Finally, the beam vibratory displacement near the gap-
support was measured using a Zimmer camera OHG-100A. The
locations of the loose support and of the measurement transducers
were mostly decided for an easy access, as, in practice, the iden-
tification technique should be robust enough for most locations.
Nevertheless, in order not to degrade the conditioning of transfor-
mation matrices (18) and (19), the following cases should be
avoided: (a) response transducers located near clamped supports
and (b) transducers located too close to each other.

As stated before, identifications are based on the beam uncon-

Journal of Pressure Vessel Technology

-5 .
10 . 1 L L
0 200 400 600 800 1000
Frequency [Hz]
10° . . . .
S 10°F
o
10'5 1 1 i i
0 200 400 600 800 1000
Frequency [Hz]

Fig. 4 Transfer functions H(x.,x;,w) and H(x.,X,,®) built
from the experimentally identified modal parameters

strained modes, which are well separated in frequency, as inferred
from the preliminary modal identifications. Eight flexural modes
proved sufficient for all the identifications performed, ranging
from 5.03 Hz up to 788.0 Hz, with modal damping ranging be-
tween 0.05% and 0.25%. As an illustration, the transfer functions
H(x,,x|,w) and H(x,,x,,®) are shown in Fig. 4.

Force identifications have been performed from about 10 s of
measured data, using Eq. (5) for the point-excitation or Eq. (15)
for the distributed turbulence. Inversion was regularized by using
the SVD filtering method, as explained before, with suitable val-
ues of the filtering level g,,, see discussion in Refs. [33,34]. Fi-
nally, identification of the beam displacement at the support level
was achieved through Eq. (8).

7 Identifications Under Shaker Excitation

Figure 5 shows the two acceleration measurements for the first
case, with vibro-impact motion limited by the gap-support. The
corresponding auto-spectra are also shown.

The corresponding force identifications are presented in Fig. 6.
All identification results presented are zoomed {(only 0.4 s are
shown), in order to highlight the details of the measured and iden-
tified signals. The spiky nature of the impact force and the random
shaker excitation forces are both identified in a satisfactory man-
ner. However, the still noticeable background noise could not be
squeezed-out of the force identifications without excessive dete-
rioration of the physically meaningful identified signals. The cor-
responding measured and identified beam vibratory displacement
at the gap-support is presented in Fig. 7. The result obtained is
also quite satisfactory.

Interesting collateral information is also provided by Fig. 8,
where we display the condition number of the matrix transforma-
tion [M(;(w)], as a function of frequency, as well as the SVD
filtering process, for regularization of the inverse problem. Fol-
lowing the previous discussion, we present in the first plot the

condition number S(w)=0(w)/oy(w), as a function of frequency. |

Then, the second plot shows the corresponding normalized
singular values S(w)=0(w)/ oy and oy(w)/ oy, with oy
= max [oy(w)]. Obviously, the condition number S(w) signifi-
0=w=wmax
cantly decreases when S(w) decreases, pointing the frequency
ranges where the transformation matrices are ill-conditioned. As
also shown in the second plot, the information contained in S(w)
allows us to define an adequate level for the SVD truncation, Eopt>
such that all information contained in 0,(w) are preserved as well
as the relevant information in o(w), while filtering the low sin-
gular values at frequencies where the o(w) are noise-prone. This
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Fig. 5 Acceleration measurements under shaker excitation
with a gap-support (time domain and spectra)

is further illustrated in the third plot, where the actual number of
singular values (and singular vectors) used for the regularized
inversion is shown as a function f frequency.

Next, we present in Figs. 9 and 10 the measured accelerations
and force identification results for the no-gap test. Clearly, the
results obtained are of very high quality. No data are presented
concerning the beam displacement at the non-gap-support, as it is
virtually nil.

8 Identifications Under Flow Turbulence

We now turn to the distributed turbulence excitation tests. The
measured accelerations, for the case with a gap-support are pre-

20 T T — T T I

T
o measured

= 107} Ly il o identitied
R ~%§’me”}#§%‘ M@‘%‘%W@
O L M
e 285 29 295 3 305 31 815 32
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Fig. 6 Shaker excitation with a gap-support. Measured and
identified impact force and shaker excitation force.
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Fig. 7 Shaker excitation with a gap-support. Measured and
identified displacement at the gap-support.

sented in Fig. 11, as are the corresponding identified impact and
excitation forces in Fig. 12. Notice that, now, the identified exci-
tation F, gq(w) is not a physical force but an “equivalent” general-
ized force, as previously discussed.

Figure 13 displays the measured and identified beam displace-
ments at the gap-support. All these results show a reasonable
agreement, suggesting that the approximate technique introduced
in Ref. [33] to deal with the distributed flow excitation may in-
deed be useful in practical applications. As a side point, relevant
features related to the condition number, SVD decomposition, and
regularization of the transformation matrix [M,)(w)] are pre-
sented in Fig. 14.

Finally, we present the identification results for the no-gap con-
figuration under turbulence excitation. The measured responses
are shown in Fig. 15 and the identified contact and equivalent
generalized excitation forces are shown in Fig. 16. Again, a quite
satisfactory impact force identification has been obtained.
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Fig. 8 Condition number of transformation matrix [Mz(w)],
SVD decomposition and filtering
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Fig. 9 Acceleration measurements under shaker excitation
with a no-gap-support (time domain and spectra)

9 Conclusions

In this paper, we have addressed the important topic of remote
identification of contact/impact forces motions at gap-supports
and preloaded supports. Experimental identifications have been
performed on a simple beam subjected to a single nonlinear sup-
port, subject to a random point-excitation and also to cross-flow
turbulence. Regularization of the inverse problem was achieved
using a straightforward SVD filtering method.

Most importantly, using two response measurements, we tested
the effectiveness of an approximate identification technique re-
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Fig. 10 Shaker excitation with a no-gap-support. Measured
and identified impact force and shaker excitation force.
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Fig. 11 Acceleration measurements under turbulence excita-
tion with a gap-support (time domain and spectra)

cently introduced [33], which proved effective in minimizing the
perturbing effects of the unmeasured distributed turbulence exci-
tation.

The combined use of the various techniques discussed enabled
us to achieve experimental identifications of the contact force and
of the gap-motions which are of quite acceptable accuracy. Over-

-all, the quality of the identification results ranges from fair to very

good, which is encouraging, given the difficulty of the problem.
We conjecture that the proposed identification method might work
as well for tubes subjected to fluidelastic flow forces. Indeed,
these tend to act dominantly on a single low-frequency tube mode,
therefore enabling a simpler identification problem.
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Fig. 12 Turbulence excitation with a gap-support. Measured
and identified impact force and equivalent generalized excita-
tion force.
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Fig. 14 Condition number of transformation matrix [ M, (w)],
SVD decomposition and filtering as a function of frequency

This work should be pursued in the future, in particular by
extending these remote identification techniques in order to ex-
tract the normal and friction contact forces from three-
dimensional beam motions, as well as to cope with multisupported
systems. These identification problems will possibly entail new
nontrivial difficulties to overcome.
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Clw) condition number of the transformation
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excitation force

contact/impact force (frequency domain)
modal force

modal force (frequency domain)

shaker excitation at'location x; v
shaker excitation (frequency domain)

F(0)=F(x,,0) =
fn(t) =

Fn(w) =
F@O=flx.,1) =
Fw)=F(x;,0) =

frix,t) = distributed turbulence force field
. Fr{x,w) = distributed turbulence (frequency
domain)
F[---] = Fourier transform
F[-+-] = inverse Fourier transform
H(w) = generic transfer matrix
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[M(®)] = dynamical transformation matrices
m, = modal mass
n=1,2,...,N = modal index
qn(t) = modal response
S(w)=1/C(w) = modified condition number of the trans-
formation matrix [M(w)]
time
x = axial location
Xx. = gap-support location
X, = excitation location
X, = response measurement location
y = electromagnetic shaker location
y(x,7) = flexural response
8. = support gap
& = SVD truncation level
, = modal circular frequency
{, = modal damping
@,(x) = mode shape

Il

Up(®),0,,(®) = left and right singular vectors of order m

as a function of frequency
on(w) = singular value of order m as a function
of frequency
oy = maximum of all the singular values
0,,(w) in the frequency range of interest
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