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Abstract.  We present an analytical model for calculation of double scattering in elastic recoil detection measurements. 
Only events involving the beam particle and the recoil are considered, i.e. 1) an ion scatters off a target element and then 
produces a recoil, and 2) an ion produces a recoil which then scatters off a target element. Events involving intermediate 
recoils are not considered, i.e. when the primary ion produces a recoil which then produces a second recoil. If the recoil 
element is also present in the stopping foil, recoil events in the stopping foil are also calculated. We included the model 
in the standard code for IBA data analysis NDF, and applied it to the measurement of hydrogen in Si.  
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INTRODUCTION 

Data analysis of techniques such as Rutherford 
backscattering (RBS) or elastic recoil detection 
(ERDA) relies on accurate simulations of the spectra 
expected for a given sample structure. In complex 
cases, effects such as plural and  multiple scattering 
have to be taken into account [1,2], and analytical 
calculations to simulate those effects are often not 
available. 

In Monte Carlo simulations (MC), in principle, all 
effects can be included, including the exact 
geometrical configuration of the detection system 
[3,4]. In practice, the calculations can be very slow, 
and  so-called acceleration techniques [3,5,6] have 
been developed to increase the efficiency of the 
calculations. These include using in the MC 
simulations virtual (larger) detectors, restricting the 
possible scattering angles, and artificially increasing 
the mean free paths of the beam particles. This means 
that what one calculates is not necessarily equivalent 
to what one measures, particularly at low energies 
where the very high cross sections make MC 
unpractical, and at very grazing angles where the 
acceleration techniques can lead to strong distortions 
in the calculations. Nevertheless, MC methods have 
proven very successful in making detailed calculation 
of plural and multiple scattering effects [7]. However, 
even if the codes are in principle available, practically 

all the publications involving MC have been made by 
the authors of the codes. The recent development of a 
user friendly Windows interface for the MC code 
Corteo [6] is however bound to increase its usage. 

 

 
 
FIGURE 1. Double scattering trajectories in ERDA. The 
figure represents the target film..Full circles represent the 
primary ion. Small open circles represent the detected recoil. 
Large open circles represent a target atom other than the 
recoil. 

 
 Nevertheless, MC simulation is still not 
appropriate for widespread routine data analysis, for 
which analytical codes continue to be the first choice. 
Improving the quality of the analytical simulations is 
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thus essential. Double scattering (DS), which is the 
simplest particular case of plural scattering, leads to a 
low energy background which, in RBS, decreases the 
sensitivity to low Z elements present in the sample. In 
ERDA, it reduces the sensitivity to the presence of the 
recoil atom in deeper layers. We have previously 
developed an analytical model of double scattering for 
RBS [8]. We now extended it to ERDA, and included 
it in the code NDF [9,10]. Here we give details of the 
calculation method, and show its relevance in the 
measurement of hydrogen in Si and in indium nitride 
with 4He-ERDA. 

0 500 1000 1500
0.0

0.2

0.4

0.6

0.8

1.0

 

detector 

foil 

 

 

10º

20º

30º

40º

80º

Y
ie

ld
 (

a
rb

. u
n

its
)

Energy (keV)

FIGURE 2. Contribution of production of recoils in the 
stopping foil for a 165 nm thick SiH0.20 target film on Si. A 
1.25×1020 at./cm2 Mylar stopping foil is considered. Each 
curve is for one maximum value of the recoil angle in the 
stopping foil. The insert shows the geometry and different 
possibilities. Clearly, the result will depend on the exact 
dimensions of stopping foil and detector and distance 
between theml. Large open circles represent a target atom 
other than the recoil. 

DOUBLE SCATTERING MODEL 

The first analytical calculations of DS in RBS were 
presented by Weber et al. [11]. They considered only 
normal incidence, and imposed a minimum scattering 
angle min=15º. The Rutherford cross section is not 
defined for a 0º scattering angle, and it has only been 
experimentally verified for scattering angles down to 
15º [12]. Eckstein and Mayer generalised the 
algorithm to any geometry [13], using 120 solid angle 
intervals (i.e. for the direction of the beam after the 
first scatter event), and min=20º, obtaining good 
agreement with experiments made close to normal 
incidence. Barradas [8] showed that the concept of a 
minimum scattering angle is not appropriate in grazing 
angle geometry, because small changes in angle can 

lead to large changes in the actual trajectory of the 
ions. Instead, one must consider the deviation of each 
trajectory from the corresponding single scattering 
trajectory. The resulting algorithm leads to excellent 
results in grazing angle RBS, where DS can be very 
large. If one imposes instead min around 20º, a 
calculated low energy background with approximately 
the correct shape is obtained, but one order of 
magnitude too low. This is relevant for ERDA, which 
is usually made in grazing angle geometry. 
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FIGURE 3. Calculations for target films on Si: a) 165 nm 
SiH0.20, b) 275 nm SiH0.23, c) 550 nm SiH0.30. Thick solid and 
dashed lines are the NDF and Corteo calculations. Dash-
dotted and dash-dot-dotted are the contributions of 
trajectories of type A and C, as calculated with NDF. The 
short dashed lines are the contribution of production of 
recoils in the Mylar stopping foil. The dotted lines are the 
NDF calculations imposing a hard 20º cut-off angle. 
 

Repplinger et al. presented an analytical calculation 
for ERDA, where min was calculated for each incident 
ion/target pair on the grounds of an analogy between 
nuclear and electronic energy loss [14 ]. It is not stated 
in the paper how many different solid angle intervals 
were calculated. They included in the calculations 
recoils produced by forward scattered primary beam 
ions in the stopping foil used to prevent the primary 
4He beam to reach the detector, which also contained 
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hydrogen. The low energy background thus calculated 
had approximately the correct shape, but it was 6 to 20 
times smaller than the observed background, for SiHx 
target films of thickness between 165 and 550 nm on 
Si and x between 0.2 and 0.3. 
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FIGURE 4. Data (squares) collected from the same Si 
sample, with a) aluminium stopping foil and b) Kapton 
stopping foil. The lower and upper thick solid and dashed 
lines in a) are the NDF and Corteo calculations without H in 
the bulk and with 0.06 at.% H in the bulk. The thick solid 
line in b) is the NDF calculation assuming no H in the bulk. 
Dash-dotted and dash-dot-dotted are the contributions of 
trajectories of type A and C, as calculated with NDF. The 
short dashed line in b) is the contribution of production of 
recoils in the stopping foil calculated with NDF. 

 
We extended the DS algorithm previously 

developed for RBS [8] to ERDA. The algorithm is 
general, without any restrictions on incident beam, 
detected particle, number of elements and of layers in 
the target, or detection geometry. The three main 
changes towards the RBS algorithm are the following:  

1. In RBS, it is the same ion that undergoes the two 
scattering events. In ERDA, as shown in Fig. 1, there 
are different possibilities. In trajectory A, a primary 
beam ion is scattered off a target atom, and then 
proceeds to create the recoil which is detected. In 
trajectory B, the primary ion creates an intermediate 
recoil, different from the detected particle, and the 

intermediate recoil then creates the recoil which is 
detected. In C, the primary ion creates the recoil, 
which then scatters off a target atom before being 
detected. We consider only cases A and C, i.e., we 
ignore case B where two consecutive recoils are 
produced. The ERDA cross section is only high for 
large recoil angles, for which the kinematic factor is 
low; for small recoil angles, the kinematic factor is 
high but the cross section is low. That is, two 
consecutive recoil events lead with high probability to 
a final recoil with energy too small to be detected; 
conversely, they only lead to a final recoil with energy 
high enough to be detected with very small 
probability. 

2. The recoil cross section is strongly dependent on 
the scattering angle. For 4He on hydrogen, the cross 
section deviates strongly from Rutherford. 
Furthermore, in events of type C, where the recoil is 
scattered off target atoms, if the recoil is hydrogen, the 
cross section for scattering on light elements is almost 
always very strongly non-Rutherford, with a strong 
angular dependence. The algorithm developed 
considers all this, by introduction of cross section 
tabular data on angle and energy for each reaction. 
Many of the most used cross sections are included in 
NDF, and it is easy to introduce new ones as needed, 
particularly with SigmaCalc and IBANDL [15]. 

3. Production of recoils in the stopping foil by 
forward scattered ions is also calculated. However, 
consider the insert of Fig. 2. It is clear that, depending 
on the exact geometrical configuration of the stopping 
foil and of the detector, and distance between them, 
different angles of scattering in the stopping foil can 
lead to the detection of particles. An integration on the 
recoil angle must be made, which depends on the set-
up used, and on the exact configuration of any slits 
that may exist. Fig. 2 shows the calculated 
contribution to DS of recoils produced in the stopping 
foil, for a 165 nm thick SiH0.2 target film on Si 
measured with 2.9 MeV 4He and a 1.25×1020 at./cm2 
Mylar (C10O4H8) stopping foil, for different maximum 
recoil angles, assuming scattering in a cone around the 
nominal beam direction, which is an ideal situation 
that real set-ups often do not match. Up to 40º, there is 
a fast increase of the calculated DS yield, which then 
stabilises because recoils produced in the stopping foil 
at a larger angle are stopped within the stopping foil 
itself. 

RESULTS AND DISCUSSION 

We show in Fig. 3 calculations corresponding to 
three SiHx target films: 165 nm with x=0.2, 275 nm 
with x=0.23, and 550 nm with x=0.3, measured with 
2.9 MeV 4He and a 1.25×1020 at./cm2 Mylar stopping 
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foil, that is, corresponding to what Repplinger et al. 
showed in Fig. 2 of [14]. Angle-dependent non-
Rutherford cross sections were used for 4He on 1H 
[16], and 1H on Si [17] and on hydrogen [18]. 

Some of the NDF calculations presented in Fig. 3 
do not include the recoils produced in the stopping 
foil, in order to compare with simulations made with 
the MC code Corteo [6] (we note that Corteo, in its 
current version, does not calculate recoils produced in 
the stopping foil), where 1×108 trajectories were 
calculated without acceleration techniques. In general 
terms, the NDF and Corteo simulations are very close; 
the width of the signal calculated with Corteo is 
slightly larger, and there are some extra counts on the 
low energy side of the large hydrogen signal. These 
effects are due to multiple scattering, as shown 
previously for RBS [1]. More importantly, the shape 
of the DS background calculated with NDF is very 
close to Corteo. Quantitatively, the yield calculated 
with NDF is too small, as the MC simulation is larger 
by a factor up to 2. This is due to events that involve 
more than two large angle collisions, that is, plural 
scattering with 3, 4, 5, or more scattering events [1], 
that are not included in the NDF dual scattering 
calculation. 

We also show in Fig. 3 the contribution to DS of 
type A and type C trajectories, as well as the 
contribution  due to recoils produced in the stopping 
foil with a maximum angle of 40º. We note that, even 
if we included all the contributions due to DS, by 
adding the Corteo result with the NDF stopping foil 
results, the simulated yield (not shown here) would 
still be much smaller than the data reported in ref. 
[14]. This can be due to some effect not included in 
the simulations shown here, but it can also be due to 
roughness of the samples analysed or even to actual 
diffusion of hydrogen to the Si substrate. 

A Si sample was measured using a 2 MeV 4He 
beam in consecutive days, in different spots in order to 
ensure that hydrogen loss, if it occurs, during the 
experiment was not affecting the measurement. The 
only difference between the two measurements is that 
on one day the stopping foil was Kapton, and on the 
next day it was Al. The data are shown in Fig. 4. We 
first consider the simulations made with NDF 
assuming that hydrogen is only present in the surface; 
for both stopping foils the calculated yield at energies 
lower than the surface peak is below the observed 
data. Believing that the simulations are actually 
correct, this would mean that a sub-surface layer 
around 300 nm thick has a small hydrogen content, 
with 0.06 at.% leading to a calculated integrated low 
energy yield equal to the experimental data collected 
with the Al stopping foil (see Fig. 4). A concentration 
of hydrogen in the stopping foil around 8 at.% would 
be needed to explain the data, which is not realistic. 

We note however that we cannot exclude effects such 
as scattering in the chamber, in the slits, in the detector 
aperture, or even electronics noise in the system, that 
might lead to the observed background. The 0.06 at.% 
must then be taken as the maximum hydrogen 
concentration below the surface. The sensitivity to 
hydrogen in the bulk is much better with the Al 
stopping foil, on the one hand because of the smaller 
background, and on the other hand due to the 
difficulties in the calculation of the hydrogen recoils 
produced in the stopping foil. It is clear that, in 4He-
ERDA, a hydrogen-free stopping foil is essential to 
measure small quantities of hydrogen [19]. The Corteo 
simulations, made with exactly the same hydrogen 
concentrations, are very close to the simulations made 
with NDF. As in the previous example, they are 
slightly larger. 

Finally, data collected from one InN sample using 
the Al stopping foil is shown in Fig. 5. Full 
experimental details are given elsewhere [20,21]. The 
angle dependent cross section for 1H on N was taken 
from [22]. Again, the simulations made with both 
NDF and Corteo that assume no hydrogen is present in 
the sub-surface layer are one order of magnitude 
smaller than the observed data. Adjusting the 
hydrogen concentration in the bulk until the 
background calculated with NDF has the same 
integrated area as the data, we can determine that the 
hydrogen concentration is 0.17 at.%. The 
determination of such small values is relevant, because 
the free electron carrier concentration in 
unintentionally doped InN scales with the bulk 
hydrogen concentration [20]. 
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FIGURE 5. Data collected from an InN sample. The solid 
lines are calculated with NDF, and the dashed lines with 
Corteo. The lower lines assume that hydrogen is only present 
in the surface. The upper lines include 0.17 at.% hydrogen in 
the bulk. 
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SUMMARY 

We developed an analytical algorithm to calculate 
the contribution of double scattering events in ERDA 
spectra. The model includes events where the primary 
ion first scatters off any of the target atoms, then 
produces a recoil, and events where the recoil is 
produced in the first scattering event, and then is 
scattered off any of the target atoms before being 
detected. The angular dependence of non-Rutherford 
cross sections is taken into account whenever the 
necessary data are available. Comparisons with Monte 
Carlo calculations show that the analytical calculations 
underestimate the low energy background by a factor 
up to 2, which is due to multiple scattering events not 
included in the analytical calculation. 

We applied the code to measurements of hydrogen 
in Si made with an Al and a Kapton stopping foil. For 
the Kapton stopping foil the sensitivity to the 
hydrogen content of sub-surface layers is poor. For the 
Al stopping foil the sensitivity is much improved, and 
strong limits on the maximum hydrogen bulk content 
can be established. Finally, we show that small 
concentrations of hydrogen in InN can be determined 
with good accuracy using a standard ERDA set-up 
with a 2 MeV 4He beam. 
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