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The NU 2-1994 standard document for PET performance mea-
surements has recently been updated. The updated document,
NU 2-2001, includes revised measurements for spatial resolution,
intrinsic scatter fraction, sensitivity, counting rate performance,
and accuracy of count loss and randoms corrections. The revised
measurements are designed to allow testing of dedicated PET
systems in both 2-dimensional and 3-dimensional modes as well
as coincidence gamma cameras, conditions not considered in the
original NU 2-1994 standard. In addition, the updated measure-
ments strive toward being more representative of clinical studies,
in particular, whole-body imaging. Methods: Performance mea-
surements following the NU 2-1994 and NU 2-2001 standards
were performed on several different PET scanners. Differences
between the procedures and resulting performance characteris-
tics, as well as the rationale for these changes, were noted. Re-
sults: Spatial resolution is measured with a point source in all 3
directions, rather than a line source, as specified previously. For
the measurements of intrinsic scatter fraction, sensitivity, and
counting rate performance, a 70-cm line source is now specified,
instead of a 19-cm-long cylindric phantom. The longer configura-
tion permits measurement of these performance characteristics
over the entire axial field of view of all current PET scanners and
incorporates the effects of activity outside the scanner. A mea-
surement of image quality has been added in an effort to measure
overall image quality under clinically realistic conditions. This mea-
surement replaces the individual measurements of uniformity and
of the accuracy of corrections for attenuation and scatter. Con-
clusion: The changes from the NU 2-1994 standard to the NU
2-2001 standard strive toward establishing relevance with clinical
studies. The tests in the updated standard also are, in general,
simpler and less time-consuming to perform than those in the NU
2-1994 standard.
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For more than 10 y a concerted effort has been made to
standardize performance measurements of PET scanners.
Initially, atask group from the Society of Nuclear Medicine
(SNM) defined a set of measurements, which was pub-
lished in 1991 (1). Shortly after this task group began its
work, the National Electrical Manufacturers Association
(NEMA) formed a committee with members from al of the
PET manufacturers, including 2 members from the SNM
task group. The SNM tests were adopted and refined by
NEMA, resulting in the NU 2-1994 document of perfor-
mance standards for PET scanners (2). In parallel with the
SNM task group, the European Economic Community un-
derwent a concerted action to develop measurements for
PET scanners. This work resulted in the International Elec-
trotechnical Commission (IEC) Standard (3). Although
there is some overlap between the NEMA and IEC stan-
dards, many of the specific details of the measurements (i.e.,
phantoms, acquisition procedures, or data processing meth-
ods) are different. Therefore, one does need to make a
choice between these 2 standards when testing and speci-
fying the performance of a PET scanner. Recently, the
NEMA standard has been updated (4) by a committee,
comprising members from manufacturers of dedicated PET
scanners and coincidence imaging systems, as well as 2
members from the original SNM task group. During the
development of the standard over the past few years, input
was also sought from experienced PET users and expertsin
PET instrumentation. Although the new NEMA NU 2-2001
standard supersedes the original NU 2-1994, it does not
resolve the differences between the NEMA and IEC stan-
dards.

Since the publication of the NU 2-1994 standard, there
have been several developments in PET scanner technol-
ogy. The NU 2-2001 standard is an attempt to respond to
this changing technology. In particular, 3-dimensiona (3D)
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imaging has become an important acquisition and recon-
struction mode, whereas the previous standard assumed
only 2-dimensiona (2D) imaging. It became necessary to
standardize how oblique lines of response (LORS) would be
handled during measurement of scanner performance in 3D
mode.

In addition, al coincidence gamma cameras have a very
large axial field of view (FOV), typically 30—40 cm. Yet,
the standard NEMA phantom defined in NU 2-1994 is only
19-cm long, and the tests using this phantom assumed that
the axial FOV of the scanner was =17 cm. Before 1991 all
commercial PET scanners did, in fact, have an axial FOV
shorter than 17 cm. Today there are also severa dedicated
PET systems with an axial FOV as large as 25 cm, so the
NU 2-1994 tests cannot adequately accommodate these
scanners or the coincidence gamma-camera systems.

An issue related to the axial FOV isthat the 20 X 19 cm
NEMA phantom was designed to represent a compromise
between brain imaging and body imaging. In the last 10 y,
whole-body 8F-FDG studies have become the predominant
type of PET study performed by most centers, driven partly
by the avail able reimbursement through Medicare and local
insurance carriers. Therefore, it ismore relevant than before
to measure the performance of PET scanners under condi-
tions that better represent whole-body studies. In fact, a
brain is much smaller than the NEMA phantom (although
the head volume is comparable to the phantom volume),
whereas abody is much larger. However, because most PET
systems before 1991 operated in 2D mode with septa and
with an axia FOV of <17 cm, the counting rate data
acquired with the NEMA phantom served as a reasonable
test of the scanner performance for both conditions. Thisis
no longer true for a modern 3D PET system without septa,
particularly if theaxial FOV is>17 cm. Therefore, the most
significant change in the NU 2-2001 standard, compared
with the NU 2-1994 standard, is the change from a 19-cm-
long phantom to a 70-cm-long phantom (albeit with a line
source) for several of the tests, including sensitivity, scatter
fraction, counting rate performance, and count loss correc-
tion. The 70-cm-long phantom is a better approximation to
the activity distribution in whole-body studies, because the
effects of out-of-field activity (OFA) are included in the
performance measurement. The 20 X 19 cm NEMA phan-
tom, on the other hand, continues to be used to test the
performance of scanners used primarily for brain imaging,
particularly for scanners that are dedicated brain imaging
instruments.

Another major change in the updated standard is the
addition of an image quality test. This measurement at-
tempts to reproduce a clinical situation (an FDG whole-
body study) and to take all aspects of camera performance
and clinical imaging into consideration, including image
reconstruction. The phantom used for this measurement is
the IEC body phantom (3) with hot and cold spheres with an
additional cylindric insert to simulate lung, as well as a
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second phantom to provide activity outside the scanner to
simulate body uptake. This test was designed to mimic an
FDG tumor study, with typical background activity and hot
sphere contrasts encountered in those studies. The test is
performed with a standard acquisition protocol that allows
comparison between different types of PET scanners.

This article presents a description of each test and dis-
cusses the changes from the NU 2-1994 standard, along
with illustrative data using several different PET systems.
The NEMA Standards Publication NU 2-2001 (4), which
provides more detail than presented here, is available from
NEMA (1300 N. 17th St., Suite 1847, Rossyn, VA 22209,
www.nema.org). Readers wishing to perform the measure-
ments should consult this document for a complete descrip-
tion of the procedures.

MATERIALS AND METHODS

The performance tests are divided into 2 groups. The first group
includes the basic intrinsic measurements of (&) spatial resolution,
(b) sensitivity, (c) scatter fraction, and (d) count losses and random
coincidences. The second group includes measurements of the
accuracy of corrections for physical effects, specifically (€) count
losses and random coincidences, and (f) overall image quality. The
only radioisotope that is used is 18F. It is our experience that other
radioisotopes (e.g., %8Ga or 2Na) are not as simple to calibrate for
the sensitivity and count losses measurements, and their longer
positron ranges preclude their use for measuring spatial resolution.
Each test requires that the operating parameters of the scanner be
adjusted, as they would be for atypical patient study, including the
energy window, axial acceptance angle, coincidence time window,
and dlice thickness. The only exception to this requirement is for
the measurement of spatial resolution, where finer sampling than is
used clinicaly is allowed. The data processing and reconstruction
algorithms should also be the same as those used for a typical
patient study, with the exception that some tests require the use of
filtered backprojection with a ramp reconstruction filter or single-
slice rebinning (5) for standardization among systems. Systeme
Internationale d’ Unites (SI) units are used for all reports of per-
formance measurements. For all studies, fully tomographic data
are acquired (i.e., rotating scanners must rotate to provide com-
plete angular sampling).

Spatial Resolution

The spatial resolution of a system represents its ability to
distinguish between 2 points of radioactivity in an image. The
purpose of the measurement of spatia resolution is to characterize
the widths of the point spread function (PSF) in the reconstructed
image of compact radioactive sources. The width of the PSF is
reported as the full width at half maximum (FWHM) and full
width at tenth maximum (FWTM). The spatial resolution is mea-
sured in the transverse slice in 2 directions, radially and tangen-
tially, and in the axia direction.

For all scanners, point sources of 18F (<1-mm extent in any
direction) are imaged in air. The point source consists of a small
quantity of concentrated radioactivity inside a glass capillary (wall
thickness, <0.5 mm). The resolution is measured with the sources
a 6 locations. Two axial positions are selected—namely, the
center of the axial FOV and a position one fourth of the axial FOV
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from the center. For both axial locations, the source isimaged at 3
positions, (@) x = 0 andy = 1 cm (to avoid the exact center of the
scanner where the sampling density of lines of response may be
very high), (b) x=0andy = 10cm, and (c) x = 10andy = O cm.

The data are reconstructed with filtered backprojection using
an unapodized filter (ramp filter with a cutoff at the Nyquist fre-
guency); the image pixel size should be smaller than one third of
the expected FWHM . No smoothing of the datais performed. The
FWHM and FWTM of the PSFs are determined in all 3 directions
by forming 1-dimensional (1D) response functions through the
peak of the distribution in the 3 orthogonal directions. The width
of these profiles at right angles to the direction of measurement is
~2 timesthe FWHM in those directions, rather than asingle pixel,
to reduce measurement variability. The FWHM and FWTM are
calculated by linear interpolation between adjacent pixels at one
half or one tenth of an estimate of the maximum value of the
response function. This maximum value is determined by a para-
bolic fit using the peak value and its 2 nearest neighboring points.
The radial, tangential, and axial resolutions for each radius, aver-
aged over both axia positions, are reported.

Intrinsic Scatter Fraction

The scattering of annihilation photons leads to falsely posi-
tioned coincidence events. Variations in design cause PET scan-
ners to have different sengitivities to scattered radiation. The
intrinsic scatter fraction is a measure of the relative system sensi-
tivity to scatter. For a given source distribution, a lower scatter
fraction is more desirable, regardless of the accuracy of the method
for scatter correction, because correction techniques cannot com-
pensate for the noise introduced by the unwanted events and can,
potentially, add bias to the image. Here, we define the scatter
fraction to be the ratio of scattered eventsto total events, which are
measured at a sufficiently low counting rate that random coinci-
dences, dead-time effects, and pileup are negligible. Total events,
therefore, are the sum of unscattered events (trues) and scattered
events.

The phantom in this measurement, as well as that of count
losses and randoms, comprises a 20-cm-diameter solid polyethyl-
ene cylinder with an overall length of 70 cm. The data for the
measurement of intrinsic scatter fraction are taken from the low-
activity scans of the measurement of counting rate performance,
when the count loss and randoms rates are both <1% of the true
rate. Activity is placed in aline source that is threaded through a
holein the cylinder at aradius of 4.5 cm and parallel to the central
axis. It should be noted that the line source (~2.3-mm inner
diameter, ~3-mL fillable volume) is sufficiently large to preclude
problems with bubbles, despiteits length, provided reasonable care
istaken during filling. For consistency, the phantom is rotated such
that the line source is at the lowest position (i.e., nearest to the
patient bed), because the measured result will depend on the
relative orientation of the line source and the bed.

Data are sorted into a sinogram, which is the 2D projection
space representation (projection ray vs. angle) of a transverse
plane. Oblique LORs are assigned to the slice where the LOR
crosses the scanner axis using single-slice rebinning (5). Because
the transaxial physical FOV of scanners varies, afixed diameter of
24 cm (4 cm larger than the phantom diameter) is used for the
calculation of scatter, aswas done in the NU 2-1994 standard. The
sinogram profile is used to calculate the number of scatter events
within the FOV and the number of trues within a 2-cm radius of
the source. The scatter within the peak is estimated by assuming a
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constant background under the pesk, the level of which is deter-
mined by the average of the intensities near the edge of the peak
(at =2 cm). The sinogram profileis analyzed as afunction of angle
and the results are averaged. The scatter fraction for each slice and
the average of the slice scatter fractions are reported.

Sensitivity

The sensitivity of a scanner represents its ability to detect
annihilation radiation. In the NU 2-2001 standard, the absolute
sensitivity of a scanner (expressed as the rate of detected coinci-
dence eventsin counts per second [cps] for agiven source strength,
expressed in MB(Q) is measured. The measurement technique is
based on the method of Bailey et a. (6). Because the emitted
positrons annihilate with electrons to create a pair of vy-rays, a
significant amount of material must surround the source to ensure
annihilation. This surrounding material also attenuates the created
y-rays, prohibiting a measurement without interfering attenuation.
To arrive at an attenuation-free value of the sensitivity, successive
measurements are made with a uniform line source surrounded by
known absorbers. The sensitivity with no absorber can be extrap-
olated from these measurements.

In the NU 2-1994 standard, the sensitivity was measured using
a standard distributed source and reported as the rate of coinci-
dence events for a given activity concentration in that phantom
(20-cm diameter, 19-cm long). For scanners with an axial FOV
longer than 19 cm, however, this measurement could underrepre-
sent the efficiency of the scanner. For other measurements (e.g.,
scatter), a 70-cm-long phantom is used, as away to standardize the
phantom. A 70-cm-long uniform cylinder, however, would be
impractical to fill and to handle. For those reasons, it was decided
to move from the historical but arbitrary method of measuring
sensitivity with a cylindric phantom to one less affected by the
self-attenuation of a uniform cylindric source.

A 70-cm-long plastic tube is filled with a known amount of
radioactivity, sufficiently low that count losses and randoms are
negligible. The tubing is encased in metal sleeves of varying
thickness and imaged, suspended in the center of the transverse
FOV. Alternatively, the radioactivity can be placed in the smallest
metal sleeve, aslong asit is well sealed. Consideration was given
to the sleeve material; it was agreed that the metal does not need
to be specified, because the measurement is self-consistent. Single-
slice rebinning is used to assign oblique LORs to the slice where
the LOR crosses the scanner axis. The counting rate in the absence
of attenuation R, is determined by fitting the measured counting
rates R as a function of sleeve thickness X;:

R = Ryexp[—2:p-X].

The attenuation coefficient . may be unknown, because the com-
position of the metal sleeves is not specified; in addition, small
amounts of scattered radiation present will cause . to deviate from
the narrow-beam value for the metal used. For these reasons, both
R, and . are determined by the fitting process. The total sensitivity
Sotisgiven by R,, divided by the measured activity (in MBq). The
dlice sengitivity S is determined by scaling Sy by the fraction of
total counts contained in slice i for the thinnest sleeve (Ry;):

Eq. 1

Eq. 2

where

Rt = 2i Ry;i.
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The measurement of total sensitivity is repeated with the source
offset radially 10 cm from the center of the transverse FOV. The
total sensitivity and slice sensitivities for both radial positions are
reported.

Counting Rate Performance

Most patient PET studies are not performed under conditions of
low counting rate losses or negligible randoms rates. At higher
activity levels, coincidence events are lost because of system dead
time, whereas the rate of random coincidencesrises. It is necessary
to measure the counting rate performance (both dead-time losses
and randoms) as a function of activity to understand the scanner’s
behavior for a wide range of scanning conditions.

The 70-cm polyethylene cylinder with a line source described
for the measurement of the intrinsic scatter fraction is used in this
measurement. For this procedure, however, the line sourceisfilled
with a known initial amount of activity sufficiently high that both
the peak trues rate and the peak noise equivalent count (NEC) rate
(7) can be measured. This starting activity is determined empiri-
cally for each scanner and acquisition mode; the manufacturer will
generaly provide a recommended initial activity. Data are taken
until the randoms and dead-time losses are negligible. To avoid
potential problems with nonuniform dead time associated with the
off-center line source, completely tomographic data are acquired.
Sinograms are generated, and oblique sinograms are collapsed into
a single sinogram for each slice while preserving counts by using
single-slice rebinning.

The total counting rate within a 24-cm transverse FOV is
determined as the activity decays. The background, resulting from
randoms and scatter, is estimated as was done for the intrinsic
scatter fraction measurement. The true event rate Ry, iS then
determined by subtracting the randoms + scatter background from
the total rate Ry. The randoms rate R andoms 1S calculated as:

R{I’ ues

Rrandoms = Rtotal - ﬁr EC| 3

where SF is the intrinsic scatter fraction. The scatter rate Ryaer IS
given by:

S

71— o Rowes Eq. 4

Recatter =

Finally, the NEC rate is computed as a function of activity:

Rites
Rires T Recatter k'Rfandoms’

Eq. 5

Ryec =

where k = 2 if the scanner clinically does on-line randoms sub-
traction (i.e., the estimate of randomsisnoisy) and k = 1 otherwise
(i.e., the estimate of randoms is noise-free). The total, true, ran-
doms, scatter, and NEC rates are plotted against an effective
activity concentration, computed as the total activity in the line
source divided by the total volume of the cylindric phantom
(22,000 mL). This effective activity concentration, though an
arbitrary scaling of the line source activity, corresponds closely to
clinical activity concentrations and the counting rates seen at those
clinical concentrations. From the counting rate plot, the peak true
counting rate and peak NEC rate are determined and reported,
along with the activity concentrations where these peak rates
occur.
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Accuracy of Corrections for Count Losses
and Randoms

To achieve quantitative measurements of source activity distri-
butions under widely varying conditions, PET scanners must have
the capability to compensate for dead-time losses and randoms.
The accuracy of these corrections, particularly at the highest count-
ing rates encountered in clinical imaging, is reflected by the bias
with which the scanner reports counts.

The accuracy of correctionsfor dead-time losses and randomsis
determined from the counting rate performance data, described
above. The data are reconstructed with all count-rate—dependent
corrections (i.e., for dead-time losses and randoms) applied. A
large (18-cm diameter) region of interest (ROI) is defined, centered
on the phantom, and the residual error AR as afunction of effective
activity concentration is given by:

AR = (Ryyes/Rexrap — 1):100%, Eqg. 6
where Reqrap IS determined from the low counting rate data, where
there are negligible dead-time losses or randoms, and is assumed
to be alinear function of activity. A large ROI is used, as opposed
to a small region centered on the line source, to reflect any
inaccuracies in randoms subtraction over the entire phantom. The
errors are calculated for each dlice, and the largest and smallest
errors over al dlices are plotted as a function of effective activity
concentration. The maximum absolute value of the bias is aso
reported for activity values at or below the activity level of the
peak NEC rate.

Image Quality Measurement

Because of the complex interplay of different aspects of system
performance, it is desirable to be able to compare the image quality
of different imaging systems for a standardized imaging situation
that simulates a clinical imaging condition. The purpose of this
measurement is to produce images simulating those obtained in a
whole-body study with both hot and cold lesions. Spheres of
different diameters are imaged in a smulated body phantom with
nonuniform attenuation. Activity is also present outside the scanner.

The phantom consists of a torso phantom (3,8), containing hot
and cold spheres (wall thickness, =1 mm) in a warm background.
The hot spheres have inner diameters of 1.0, 1.3, 1.7, and 2.2 cm;
the cold spheres have inner diameters of 2.8 and 3.7 cm. A
5-cm-diameter insert with an attenuation coefficient approximately
equal to the average value in lung (density, 0.30 g/mL) is aso
placed in the center of the phantom, and measured attenuation
correction is performed. The background is filled with 18F at an
activity concentration typical of what is seen in patient FDG
studies (370 MBq/70-kg patient, or 5.3 kBg/mL). The hot spheres
are sequentialy filled with activity concentrations of 8 and 4 times
that of the background (2 sequential acquisitions). This process is
efficiently accomplished by first putting the background activity in
one eighth of the background’s volume, withdrawing sufficient
volume to fill the spheres, and then filling the rest of the back-
ground with nonradioactive water. After 1 half-life has elapsed,
another sample of background activity (measured at the same time
as the initial aliquot) is used to increase the background activity
back to the starting level and reduce the hot sphere activity ratio to
4:1. The line source of the 70-cm-long phantom is filled with
sufficient activity to yield an effective activity concentration (as
defined above) equal to that of the background in the torso phan-
tom; the 70-cm-long phantom abuts the body phantom to approx-
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imate the clinical situation of having activity outside the scanner
FOV.

The acquisition protocol being simulated is to scan an axial
distance of 100 cm in 60 min. The data acquisition time is
determined by considering the axia distance Az that the bed is
translated between positions in a whole-body study (typically less
than the axial FOV). The acquisition time T, is calculated by:

60 min

Tacq = m Az Eq 7

Tacq includes both emission and transmission scan durations and
any other nonimaging transition times (e.g., for bed movement or
transmission source loading or unloading). This normalization of
the scan duration is essential because of the wide range of axial
FOVs in current-generation PET systems. Three replicate mea-
surements should be acquired to improve the reliability of the
results.

The data are reconstructed with all available corrections ap-
plied, using the standard reconstruction algorithm and usual pa-
rameters for whole-body studies. To quantitate the image quality,
ROIs with diameters equal to the physical inner diameters of the
spheres are drawn on the spheres and throughout the background.
Twelve background ROIs are drawn in the central slice, aswell as
in slices =10 mm and +=20 mm away, for atotal of 60 background
ROIs of each size. The coefficient of variation of the means in
these background ROI values for each sphere size is taken as a
measure of the background variability. The hot sphere contrast
recovery coefficient (CRC,) is calculated as:

- (Chot/ Cbkgd - 1)

CRCr ™ gy — 1) 0.8

where Cp; and Cyygq are the average of the counts measured in the
hot sphere ROI and the average of the counts in all background
ROls, respectively, and anq /apgq iS the ratio of the activitiesin the
hot sphere and background. The cold sphere CRC (CRCqyq) iS
calculated as:

CRCgpd = 1 — (Cooia/ Coig) Eg. 9

where Cqq is the average of the counts measured in the cold
sphere ROI. The hot and cold sphere CRCs for the 6 spheres, as
well as their corresponding values of background variability, are
reported.

In addition, the accuracy of the corrections for attenuation and
scatter is assessed by drawing an ROI in the region of the lung
insert. The residual error (ACyng) is calculated for each slice as:

AC|ung = Cmng/Cbkgd'lOOOA), Eq 10

where Cyyng is the average of the counts in the lung insert ROI.
Transverse and coronal images are also reported because of the
difficulty in devising appropriate quantitative measures to express
all aspects of image quality.

RESULTS AND DISCUSSION

Spatial Resolution

The measurement of spatia resolution accomplishes sev-
era goals. It characterizes the shape of the reconstructed
PSF at both the FWHM and the FWTM levels, in the 3
orthogonal directions, radial, tangential, and axia. This
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allows a best-case evaluation of scanners, taking into ac-
count the variation in resolution with radia distance. The
data are taken only at low counting rates, so that potential
problems at high counting rates (e.g., event pileup) are not
encountered.

The measured spatial resolution will depend on the ac-
quisition and reconstruction sampling. Figure 1 shows the
transverse resolution on an ADAC UGM C-PET scanner
(ADAC UGM, Philadelphia, PA) (9) for various sampling
schemes. The radial sampling ranged between 0.5 and 4.5
mm; this was achieved by varying the transverse FOV
between 128 and 576 mm and the number of radial samples
from 128 to 256. The transverse angular sampling was 0.94°
or 1.88°. Image pixel sizes ranged between 0.5 and 4.0 mm.
The resolution achieved under clinical protocols can be
noticeably worse than the best possible value, obtained with
0.5-mm radial sampling and 0.5-mm pixels. For example, in
clinical brain imaging on this scanner, 2-mm radial sam-
pling and 2-mm image pixel size are used, degrading the
resolution by >1 mm from the best achievable value.

The measurement of transverse spatial resolution was
specified in the NU 2-1994 standard to use a line source
positioned perpendicular to the plane (i.e., parale to the
scanner z-axis). The updated standard specifies that a point
source be used. Slight misalignments of a line source with
the scanner axis will lead to degraded resolution compared
with that measured with a point source. The resolution
measured with a point source, therefore, can be expected to

9 !
O 0.5-mm pixels A
X 1.0-mm pixels
8 L 0 2.0-mm pixels
A 4.0-mm pixels I
€
E 7 o
=
=
L 6
SL
&
> Q
&
4
0 1 2 3 4 5
Sinogram radial sampling (mm)
FIGURE 1. Effect of acquisition and reconstruction sampling

on transverse spatial resolution. FWHM values for central point
source are shown for ADAC UGM C-PET scanner as function of
radial sampling in sinogram and image pixel size. Following NU
2-2001 protocol, best spatial resolution would be measured;
clinical parameters typically have 2- to 4-mm sinogram radial
sampling and pixel size, which result in significantly degraded
resolution on this system.
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TABLE 1
Effect of Profile Width on Spatial Resolution

Profile width =
Profile width = 1 mm 2 X FWHM
FWHM FWTM FWHM FWTM
Direction (mm) (mm) (mm) (mm)
Y 4.4+ 0.1 91+01 49+x03 122=+0.5
X 4.6 = 0.2 11.8 £ 2.0 54+ 0.1 11.5+0.7
Average
X, Y) 45+02 105*+x20 52+x04 11907

Data were taken on ADAC UGM C-PET scanner. Values are for
x =y = 0cm, averaged over Z = 0 and Z = 4 axial FOV. Overall
average is over X and Y values for 2 axial positions (4 numbers).

be dlightly better than that determined with a line source
(approximately severa tenths of a millimeter).

Another difference between the previous and updated
standards is in the specification of the width of the profile
drawn for the purposes of generating the 1D response func-
tions. The profile width can affect the measured spatial
resolution if the response is not a gaussian function. Trans-
verse resolution values (FWHM and FWTM) for the ADAC
UGM C-PET scanner are compared in Table 1 for profile
widths of 2 X FWHM, as specified by the standard, and 1
mm (2 pixels). The data had 0.5-mm radial sampling,
0.5-mm pixels, and a 4-mm dlice separation. The results are
for the source at X = y = 0 cm; because this scanner has
continuous sampling, as opposed to a discrete ring of crys-
tals, the FWHM aty = Ocmisthesameasthat aty = 1 cm.
A narrow profile (1-2 pixels), in genera, leads to a lower
FWHM), whereas awide profile, as specified by NU 2-2001,
results in a higher FWHM because of a potentially more
asymmetric PSF. However, the narrower profile can also
lead to a more variable result, whereas the wider profile is
less sensitive to the relative position of the point source with
respect to a voxel. In selecting a width of 2 X FWHM, the
task force determined that reproducibility of the result was
of highest importance.

Because the images are reconstructed with sharp filters,
the resolution results also do not directly indicate the spatial
resolution expected in tissue with limited statistics. Clinical
data are usualy reconstructed with a smooth filter, or a
different reconstruction algorithm entirely, the choices of
which are very subjective in nature and, therefore, difficult
to standardize. Assuming all other performance parameters
are egual, a scanner with better intrinsic spatial resolution
measured with filtered backprojection in air will have better
spatial resolution in a clinical situation as well. For the
purpose of understanding and predicting clinical resolution,
it may be of interest to repeat the measurement under
clinical conditions. However, it can be particularly mislead-
ing to measure spatial resolution in an image reconstructed
with an iterative reconstruction algorithm, because the res-
olution achieved with these algorithms is highly dependent
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on the loca distribution of activity (10). It was for this
reason that filtered backprojection was specified as the
reconstruction algorithm for this particular measurement. It
should be noted that the intrinsic spatial resolution measure-
ment also does not directly provide information that can be
used to perform quantitative partial-volume corrections.
The reader is cautioned that the sampling in the axial
direction of ring-based PET scanners may not be sufficient
to produce a meaningful measure of axia resolution with
the new standard. The value for the FWHM measured at a
single axial location with such a system can vary dramati-
cally, depending on the location of the source with respect
to the imaging dlice. This effect is demonstrated for the
General Electric (GE) Advance scanner (General Electric
Medical Systems, Milwaukee, WI) operated in 3D mode
(dlice separation, 4.25 mm) in Table 2, where the results of
2 repeated measurements are shown (similar results were
obtained for 2D mode). In both measurements, the source
was centered using the laser alignment device. The axial
resolution measured, averaged over the 2 axial positions A
(Z = 0) and B (Z = 1/4 FOV) specified by the NU-2 2001
standard, was 7.3 and 8.4 mm for the 2 measurements.
However, if additional measurements are made with the
source moved one half of a dice separation (2 mm for this
scanner) from the locations specified by the NU 2-2001
standard (positions C and D), and the data for al 4 source
positions are averaged, the resulting value for the axial
resolution is much more stable (6.8 vs. 7.2 mm). Because it
is difficult in practice to achieve the necessary positioning
accuracy to guarantee exact centering of the point source on
a dlice, it is suggested that measurements on ring-based
scanners be taken with the source located as specified in the
standard but also moved one half of a slice separation. The
results can then be averaged over the 4 axial locations. This
issue was avoided in the NU 2-1994 standard by measuring
the axial profile width instead of the axia resolution for

TABLE 2
Impact of Inadequate Axial Sampling
on Axial Resolution Measurement

FWHM (mm)

Axial position Meas. 1 Meas. 2
A 8.3 6.8
B 8.5 7.8
C 6.1 6.5
D 6.0 6.2
Average (A, B) 8.4 7.3
Average (C, D) 6.05 6.35
Average (A, B, C, D) 72 +14 6.8 = 0.7

Results from 2 separate measurements (Meas. 1 and Meas. 2),
taken on GE Advance scanner in 3D acquisition mode, are shown.
Axial position A was at center of axial FOV, whereas position B was
4 of axial FOV from center. Positions C and D were 2 slice
separation from positions A and B, respectively.
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TABLE 3
Comparison of Intrinsic Scatter Fraction from NU 2-1994 and NU 2-2001 Standards

Scanner FOVax (cm) Acquisition mode NU 2-1994 (%) NU 2-2001 (%)
GE Advance 15.3 2D (Emin = 300 keV) 9.0 10.6
3D (Emin = 300 keV) 34.7 471
ADAC UGM C-PET 25.6 3D (Emin = 450 keV) 25 35
ADAC MCD* 37 3D, photopeak-Compton mode 37 48

*Data from (71,14).
FOV,« = axial FOV; Enin = minimum energy threshold.

scanners with axial sampling inadequate to perform the
axial resolution measurement. The axial profile width mea-
surement involved acquiring many scans at fine axial inter-
vals. In addition, the scan data were not reconstructed, so
effects of reconstruction processing on axial spatial resolu-
tion could not be assessed. Because the measurement was
time-consuming and did not include processing effects, it
was decided to measure the axial resolution on all scanners,
regardless of sampling.

Intrinsic Scatter Fraction

A major motivation for using alonger phantom in the NU
2-2001 standard was to measure the effects of OFA, includ-
ing increased scatter. Table 3 shows the results for the
scatter fraction measurement following the NU 2-1994 and
NU 2-2001 protocols on scanners with different axial FOV's.
It can be seen that the measured scatter fraction for a
scanner operating in 2D mode is only dslightly increased
compared with that measured following the NU 2-1994
procedure. However, scanners that operate in 3D mode
show markedly higher (35%—40%) scatter fractions with
the new standard.

There are 2 differences between the NU 2-1994 and NU
2-2001 protocols for intrinsic scatter fraction, the longer
phantom and the single measurement at a radial position of
4.5 cm. The scatter fraction measured at aradial distance of
4.5 cm is somewhat higher than the area-weighted average
of scatter fraction measured for a line source at radia
distancesr = 0, 4.5, and 9.0 cm, as specified previously by

the NU 2-1994 standard. On the ADAC UGM C-PET
scanner with a lower energy threshold of 450 keV, the
weighted average of the 3 source positions in a 19-cm-long
phantom is 25% = 3%, whereas the result from a single
measurement at 4.5 cm for the same phantom is 30% = 3%.
It is expected that other scanners would show a similarly
higher scatter fraction for the single measurement. The
difference (20%) accounts entirely for the increase in scatter
fraction seen for 2D acquisition mode on the GE Advance
scanner in Table 3.

An important consideration in interpreting the results of
the intrinsic scatter fraction measurement is that the scatter
fraction, as measured with either the 19-cm-long or 70-cm-
long cylinder, is not representative of a readlistic head or
body size. It is useful for standard evaluations among scan-
ners of different configurations. However, in the effort to
use 1 phantom, the diameter of both phantoms (20 cm) is a
compromise between a brain and a body. This makes it
difficult to predict the absolute level of scatter that will be
encountered in patient imaging situations. However, the
scatter fraction measured with the 20-cm-diameter phantom
on aparticular PET system will indicate the relative level of
scatter measured in a patient study.

Sensitivity

The total sensitivity values for several scanners are
shown in Table 4 for radia positions of 0 and 10 cm.
Results are al'so given using the uniform cylinder, as spec-
ified in the NU 2-1994 standard. Because the source con-

TABLE 4
Comparison of Volume Sensitivity from NU 2-1994 and NU 2-2001 Standards

NU 2-1994 NU 2-2001, r = 0 cm/10 cm
Scanner FOVgx (cm) Acquisition mode (cps/[Bg/mL]) (cps/kBq)
ECAT EXACT HR+* 15.5 2D (Emin = 350 keV) 5.85 1.40/—
3D (Emin = 350 keV) 26.4 8.98/9.52
ADAC UGM C-PET 25.6 3D (Emin = 450 keV) 12.7 4.32/4.29
ADAC MCDf 37 3D, photopeak-Compton mode 1.96 1.010/0.867

*Data from (75).
fData from (77).
FOVu« = axial FOV; Epj, = minimum energy threshold.

For NU 2-2001 standard, sensitivity values are for radial positions of 0 and 10 cm.
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TABLE 5
Peak Counting Rates for NU 2-1994 and NU 2-2001 Standards

Acquisition Peak NEC Activity concentration at Peak true Activity concentration at
mode Standard rate (kcps) peak NEC (kBg/mL) rate (kcps) peak trues (kBg/mL)
2D* NU 2-1994 261 152 557 267
2Dt NU 2-2001 125 58 189 58
3D NU 2-1994 146 24 449 53
3D NU 2-2001 19.2 7.15 109 19.7

*Data from (76).

TResults were not at peak NEC or peak true rates because there was insufficient activity in source to measure these peak rates.
Data were acquired on GE Advance scanner. As point of reference, typical average activity concentration seen in clinical FDG study is
3-4 kBg/mL, for 370-MBq injection in 70-kg patient after 1-h uptake period.

figurations and definitions of sensitivity differ significantly
between the 2 standards, it is difficult to compare the results
directly. However, the relative ordering of sensitivity values
among scanners should be the same for the 2 measurements,
although there will not be a single scaling factor between
theresultsfor the 2 standards. As an example, the sensitivity
values following the NU 2-1994 standard for the ADAC
MCD system, with a 37-cm axia FOV, are significantly
lower than would be expected from the NU 2-2001 values
because the axial FOV is much longer than the older phan-
tom (length, 19 cm). Also, there is a radial dependence of
the NU 2-2001 sensitivity values for the coincidence
gamma camera that is almost absent in the 2 circular sys-
tems.

It should be pointed out that the sensitivity is expressed as
the rate of coincidence events per activity in the entire line
source. A scanner with a shorter axial FOV will, therefore,
have a lower vaue than one with a longer FOV that en-
compasses more of the line source. An alternate scaling
would have been to record the coincidence counting rate per
activity inside the axial FOV. However, this scaling does
not reflect the fact that a scanner with a longer axia FOV
will require less time (have higher effective sensitivity) to
scan a whole body than one with a smaller FOV, for the
same count density.

Counting Rate Performance

Table 5 shows typical peak counting rates for a GE
Advance scanner, operated in both 2D and 3D modes, for
the NU 2-1994 and NU 2-2001 standards. There is a dra-
matic decrease in the peak true and NEC rates for 3D
acquisitions following the new standard compared with
those for the old standard. Thisislargely dueto the increase
in randoms and dead time (decreased trues) as well as the
higher scatter fraction from the OFA associated with the
longer phantom. There was inadequate activity in the line
source to achieve either the peak true or peak NEC ratesin
2D mode on this scanner.

It is important in comparing performance between scan-
ners to look both at the peak true and NEC counting rates
and at the activity levels where these peak rates occur. A
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highly sensitive system may saturate at a relatively low
activity level, but the counting rate at this level may be
higher than that of a system with lower sensitivity at a
higher activity level.

A concern with using the line source to measure the
counting rate performance was whether it yields counting
rates (and effective activity concentrations) that are clini-
cally relevant. Figure 2 shows a plot of the prompt rate as a
function of singlesrate for phantom and patient data. On the
top are shown the counting rates for the ADAC UGM
C-PET scanner for the 70-cm-long line source in a 20-cm-
diameter polyethylene cylinder (following the NU 2-2001
standard) and whole-body patient studies. On the bottom are
shown the counting rates for the University of Pennsylvania
GSO brain scanner (G-PET) for the 20-cm-diameter X
19-cm long water-filled cylinder (following the NU 2-1994
standard) and brain patient studies. There is good correla-
tion between the measured counting rates for the 70-cm line
source and whole-body studies. Such a correlation has not
been observed for the 19-cm-long uniform cylinder (9).
Points lying below the phantom line correspond to patients
whose attenuation is greater than that of a 20-cm-diameter
cylinder. There is also good agreement between the mea-
sured counting rates for the 20-cm cylinder and brain stud-
ies. These results indicate that the 70-cm line source in the
20-cm-diameter polyethylene cylinder is a reasonable ap-
proximation to the clinical whole-body activity distribution
(albeit for thin patients), whereas the 20 X 19 cm long
cylinder is a good representation of the clinical brain activ-
ity distribution.

The measurement procedure specifies that the line source
befilled with sufficient activity to measure the peak true and
peak NEC rates. The volume of the line source is approxi-
mately 3 mL. For a 3D system operating without septa, the
amount of activity required is 370-550 MBq (~10-15
mCi). However, for 2D systems with septa, the amount of
activity required to reach the peak trues or peak NEC
counting rates can be significantly higher (on the order of
5.5-7.5 GBq [150-200 mCi]); as has been seen, it can be
difficult to achieve this activity level in the small volume of
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FIGURE 2. Comparison of phantom and patient counting

rates. (Top) Prompt rate vs. singles rate for 70-cm-long line
source in 20-cm-diameter polyethylene cylinder (solid line) and
for whole-body patient studies (O) taken on ADAC UGM C-PET
scanner. (Bottom) Prompt rate vs. singles rate for 20-cm-diam-
eter X 19-cm-long water-filled cylinder (solid line) and for brain
patient studies (O) taken on University of Pennsylvania G-PET
scanner. Singles rate is proportional to (unknown) activity in
patients.

the line source. For 2D systems with septa, it may not be
possible to measure the peak true or peak NEC counting
rates with the line source method. It should be noted that
these activity levels are generally not clinically relevant in
whole-body FDG studies (where the activity concentrations
are on the order of 4 kBg/mL) because of limitations on
patient radiation exposure. However, the line source phan-
tom may not be helpful at predicting the performance for
bolus studies in 2D mode. An alternate approach would be
to perform the measurement with the 20-cm-diameter cy-
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lindric phantom, following the NU 2-1994 standard. Be-
cause the effects of OFA are small for scanners operating in
2D mode with septa, the counting rate performance should
be comparable to that achieved with high activity levelsin
the line source, following the NU 2-2001 standard. In ad-
dition, counting rates in brain studies correlate well with
those seen with the 20-cm phantom (9), as seen in Figure 2.

The NEC rate gives a measure of the signal-to-noise ratio
(SNR) in animage, which could be used to assess the image
quality at different activity levels. However, the NEC is
only agloba measure that is not sensitive to local variations
of the SNR for particular source distributions. Because local
variations (e.g., from event mispositioning) can occur at
higher counting rates, it is important to look at the recon-
structed images as well.

This measurement does not provide data for a realistic
distribution, such as the brain or heart. The IEC group has
suggested collecting counting rate performance data for 3
different configurations to simulate the head, heart, and
thorax (3). The difficulty with this procedure is that 3 times
as much data must be taken and processed. In addition, it
has been our experience (9) that the IEC counting rate
measurements for 3D systems do not, in fact, correlate well
with cardiac and whole-body FDG studies because of the
absence of activity outside the scanner. On the other hand,
the counting rates for the 70-cm-long sources are well
correlated with the counting rates seen in whole-body pa-
tient studies (9), as seen in Figure 2.

Following the NU 2-2001 standard, random events are
estimated, rather than being measured separately (or calcu-
lated from the single event rates), as was assumed in the NU
2-1994 standard. The measurement of randomsis, therefore,
independent of the scanner’s technique for determining the
random event rate. The rationale for this change was that not
all PET scanners currently have the ability to measure
random coincidences accurately. However, there are several
limitations to the method specified to estimate the scattered
and random event rates. These background events are esti-
mated by assuming a constant background under the peak in
the sinogram, the level of which is determined by the
intensities at =2 cm from the peak. However, this back-
ground may include other misplaced events as part of the
randoms measurement, especially at high counting rates. In
addition, shifts in the photopeak with counting rate or any
difference in dead-time effects for true, random, and scat-
tered events may influence the randoms estimate, because
the scatter fraction is assumed to be independent of counting
rate. Finally, the assumption of aconstant background under
the peak in the sinogram ignores the spatial variation of
scatter, so small-angle scatter is effectively included in the
determination of true events.

It isimportant in this measurement that the activity in the
line source be accurately determined. There are 2 possible
methods by which this can be accomplished. The line source
can be filled, coiled, and placed in a dose calibrator. Alter-
natively, the line source can be filled, and any residual
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activity remaining measured, with the line source activity
being calculated from the difference of the 2 measured
activities. The first has the advantage that the line source
activity is measured directly; however, manipulating the
line source in this manner can make it prone to leaks, and
the response of the dose calibrator is sensitive to the geom-
etry of the cail inside the well. The second method is
straightforward, but care should be taken when filling the
line source to ensure that no activity is spilled.

To compare the counting rate performance of various
PET systems, it is necessary to specify the level of activity
to which the scanner is exposed. Thetotal activity intheline
sourceis not ameaningful number if the FOV of the scanner
is significantly less than the length of the source (70 cm),
because not all of that activity is detected by the scanner.
The activity inside the FOV could be an appropriate param-
eter but, for comparisons with other scanners, an activity
concentration seemed more relevant. For that reason, the
effective activity concentration is used as the common de-
nominator in this measurement.

Accuracy of Corrections for Count Losses
and Randoms

The results of measurements of the accuracy of correc-
tions for count losses and randoms have been reported for 2
different scanners (9,11). For both systems, a rather large
error (15%—40%) was reported at or below activity levels
where the peak NEC rate is achieved. The use of a line
source for this measurement, rather than a distributed
source, may prove to be more challenging, from the point of
view of accurate corrections for random coincidences and
dead time. However, it should be noted that the activity
levels where the NEC rate peaks may also be higher than
those seen clinically.

The large ROI centered on the phantom was chosen
rather than a smaller one, centered on the line source itself,
because random (and scattered) coincidences are globally
distributed throughout the FOV, not just in the region of
radioactivity. Without proper correction for randoms
throughout the image, image contrast will change as a
function of activity level. Using a larger ROl permits an
assessment of the global accuracy of the randoms subtrac-
tion.
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FIGURE 3. Representative image from
image quality measurement for 6-min
emission scan with hot sphere:background
activity ratio of 8:1. Data were taken on
ADAC UGM C-PET scanner and recon-
structed with 3D RAMLA. Shown on right is
placement of ROIls for quantitative analy-
sis. Not shown is ROI for assessment of
accuracy of corrections for attenuation and
scatter, drawn on central lung-like cylindric
insert.

Image Quality Measurement

Figure 3 shows a representative image for a 6-min emis-
sion scan from the study with an 8:1 ratio of sphere-to-
background activities taken on the ADAC UGM C-PET
scanner. Also shown is the placement of ROIls for the
guantitative analysis.

Because a single scan has limited statistics, due to the
limit on acquisition time, the results can be expected to vary
somewhat from scan to scan. Table 6 shows results for the
CRC, and Table 7 shows results for background variability
for 2 repeated scans taken on the ADAC UGM C-PET
scanner. Each emission scan was 6-min long and recon-
structed with the 3D row action maximum likelihood algo-
rithm (RAMLA) (12,13), using the clinical parameters. The
percentage difference in Tables 6 and 7 was calculated as
the absolute difference between the 2 scans, divided by the
average vaue. Both the background variability and the
measured contrast of a given sphere vary between scans. For
this reason, the standard recommends that the measurement
be repeated at least 3 times (with the durations of the
replicate scans increased to compensate for physical decay)
and the results averaged.

The measured image quality will depend on the recon-
struction algorithm. Figure 4 shows the contrast versus
background variability for the 1.7-cm sphere for 2 recon-
struction algorithms  (filtered backprojection and 3D
RAMLA) over a range of reconstruction parameters. The

TABLE 6
Reproducibility of Image Quality Results: CRC
Diameter %
(cm) Scan 1 Scan 2 Average Diff.
1.0 0.047 0.076 0.061 48
1.3 0.16 0.19 0.17 18
1.7 0.24 0.22 0.23 8.7
2.2 0.42 0.44 0.43 4.6
2.8 0.48 0.45 0.46 6.5
3.7 0.48 0.47 0.48 21

Data were acquired on ADAC UGM C-PET scanner. Percentage
difference (% Diff.) was calculated as absolute difference between 2
scans, divided by average value.
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TABLE 7
Reproducibility of Image Quality Results:
Background Variability

Diameter %
(cm) Scan 1 Scan 2 Average Diff.
1.0 8.93 7.61 8.27 16.0
1.3 8.78 6.82 7.80 25.1
1.7 7.94 6.75 7.35 16.2
2.2 7.96 6.87 7.42 14.7
2.8 7.50 6.42 6.96 15.5
3.7 6.91 5.97 6.44 14.6

Data were acquired on ADAC UGM C-PET scanner. Percentage
difference (% Diff.) was calculated as absolute difference between 2
scans, divided by average value.

arrow shows the results for the clinical parameters for 3D
RAMLA. It can be seen that the image quality varies with
reconstruction algorithm; it is important, therefore, that the
image quality data be reconstructed with the algorithm and
parameters used on patient data.

It should be noted that the background variability param-
eter is a measure of not only statistical noise but aso
nonuniformity in the image (e.g., from inaccurate attenua-
tion correction or poor convergence during iterative recon-
struction). In addition, the background variability does not
reflect noise correlations or stresk artifacts in the image. It
is important that the images specified by the standard also
be examined visually.

Because of variations in the uptake of radiopharmaceu-
ticals and in patient sizes and shapes, it is difficult to
simulate clinical imaging conditions using a single phan-
tom. For that reason, the results of the image quality mea-
surement should be interpreted with caution. For example,
as has been noted (11), the walls of the hot spheres add a
cold rim around the hot region that can decrease the mea-
sured hot sphere contrast.

The image quality measurement is intended to emulate
whole-body imaging and, as such, would be less relevant for a
scanner that is used primarily or exclusively for brain imaging.
An dternative test for such a scanner, particularly one with a
patient aperture smaller than 35 cm, would be to use the same
hot and cold spheres in a 20-cm-diameter cylinder.

General Comments

For all measurements described except spatia resolution
and image quality, a 70-cm long line source is used as part of
the activity distribution. Another option would have been to
tailor the length of the phantom to the axia FOV of the
scanner. However, it was decided that a standard length was
preferable because it permits the use of a single phantom on al
scanners. In addition, the longer phantom provides a more
clinically reasonable distribution of activity outside the scan-
ner. This OFA can impact many of the performance measure-
ments, especidly scatter and counting rate performance.
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Although the revised standard attempts to reflect PET
scanner performance under conditions of whole-body FDG
scanning, it is very difficult to mimic a clinical scanning
situation with phantoms. The new standard does ensure that
different scanners can be compared with each other. The
relative results between scanners can be expected to hold for
clinical situations as well. However, for all measurements,
the results should be interpreted with caution. For example,
the spatial resolution results may not reflect the clinical
resolution achievable in patient images. As another exam-
ple, the intrinsic scatter fraction measured with a 20-cm-
diameter object will be lower than the scatter fraction seen
in a body. Third, the counting rate performance measure-
ment better predicts the trues and NEC rates for thin pa-
tients. Finally, the results of the image quality performance
test depend on the reconstruction algorithm, as has been
demonstrated, as well as the various corrections applied to
the data. It is, therefore, not a static property of the scanner
but, rather, a characteristic that can change when improved
algorithms are implemented by the manufacturer. The mea-
surements reflect the performance of a scanner under spe-
cific imaging conditions that may or may not reflect the
actual imaging situation of a patient study.

CONCLUSION

The changes from the NU 2-1994 standard to the NU
2-2001 standard, especially the use of alonger test phantom
and the inclusion of an image quality test, strive toward
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FIGURE 4. Effect of reconstruction algorithm on image quality

results taken on ADAC UGM C-PET scanner. Results for 1.7-cm
hot sphere are shown for FBP for Hanning filters with cutoff
frequencies ranging between 2 and 0.33 times Nyquist fre-
quency as well as for ramp filter with cutoff at Nyquist frequency
and 3D RAMLA for range of reconstruction parameters (number
of iterations and relaxation parameter). Arrow shows results for
parameters used in clinical studies. FORE = Fourier rebinning.

No. 10 ¢ October 2002



establishing relevance with clinical studies. This philosophy
represents a shift from the NU 2-1994 standard, which tried
to make the measurements as basic as possible. The testsin
the updated standard aso are, in general, simpler and less
time-consuming to perform than those in the NU 2-1994
standard, even as they are applicable to a wider variety of
PET scanner designs. However, the measurements should
still provide adeguate information with respect to scanner
performance for a manufacturer or user to assess perfor-
mance and to compare al clinically relevant aspects of
performance between systems. It is hoped that this revised
set of measurements finds acceptance by the PET commu-
nity and proves useful for evaluation and understanding of
the performance of PET systems.
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