Validation of GATE Monte Carlo simulations of the GE Advance/Discovery

LS PET scanners

C. Ross Schmidtlein,a) Assen S. Kirov, Sadek A. Nehmeh, Yusuf E. Erdi,

John L. Humm, and Howard I. Amols

Department of Medical Physics, Memorial Sloan-Kettering Cancer Center, 1275 York Avenue, New York,
New York 10021

Luc M. Bidaut”
Department of Imaging Physics, The University of Texas M.D. Anderson Cancer Center,

1515 Holcombe Blvd., Houston, Texas 77230-1439

Alex Ganin, Charles W. Stearns, and David L. McDaniel
GE Healthcare Technologies, 3000 N. Grandview Blvd., Waukesha, Wisconsin 53188

Klaus A. Hamacher
Weill Medical College of Cornell University, 525 East 68th Street, New York, New York 10021

(Received 17 February 2005; revised 29 August 2005; accepted for publication 1 September 2005;
published 28 December 2005)

The recently developed GATE (GEANT4 application for tomographic emission) Monte Carlo pack-
age, designed to simulate positron emission tomography (PET) and single photon emission com-
puted tomography (SPECT) scanners, provides the ability to model and account for the effects of
photon noncollinearity, off-axis detector penetration, detector size and response, positron range,
photon scatter, and patient motion on the resolution and quality of PET images. The objective of
this study is to validate a model within GATE of the General Electric (GE) Advance/Discovery
Light Speed (LS) PET scanner. Our three-dimensional PET simulation model of the scanner con-
sists of 12 096 detectors grouped into blocks, which are grouped into modules as per the vendor’s
specifications. The GATE results are compared to experimental data obtained in accordance with
the National Electrical Manufactures Association/Society of Nuclear Medicine (NEMA/SNM),
NEMA NU 2-1994, and NEMA NU 2-2001 protocols. The respective phantoms are also accurately
modeled thus allowing us to simulate the sensitivity, scatter fraction, count rate performance, and
spatial resolution. In-house software was developed to produce and analyze sinograms from the
simulated data. With our model of the GE Advance/Discovery LS PET scanner, the ratio of the
sensitivities with sources radially offset 0 and 10 cm from the scanner’s main axis are reproduced
to within 1% of measurements. Similarly, the simulated scatter fraction for the NEMA NU 2-2001
phantom agrees to within less than 3% of measured values (the measured scatter fractions are
44.8% and 40.9+1.4% and the simulated scatter fraction is 43.5+£0.3%). The simulated count rate
curves were made to match the experimental curves by using deadtimes as fit parameters. This
resulted in deadtime values of 625 and 332 ns at the Block and Coincidence levels, respectively.
The experimental peak true count rate of 139.0 kcps and the peak activity concentration of
21.5 kBqg/cc were matched by the simulated results to within 0.5% and 0.1% respectively. The
simulated count rate curves also resulted in a peak NECR of 35.2 keps at 10.8 kBq/cc compared to
37.6 keps at 10.0 kBq/cc from averaged experimental values. The spatial resolution of the simu-
lated scanner matched the experimental results to within 0.2 mm. © 2006 American Association of
Physicists in Medicine. [DOI: 10.1118/1.2089447]

I. INTRODUCTION

Positron emission tomography (PET) imaging, especially
when combined with computed tomography (CT) as in
PET/CT scanners, is rapidly becoming an essential adjuvant
tool for defining the tumor target-volume in radiation therapy
(RT)."? However, the spatial resolution of PET is far poorer
than that of CT or magnetic resonance imaging (MRI). Many
factors including photon noncollinearity, off-axis detector
penetration, detector size and response, positron range, pho-
ton scatter, and patient motion contribute to decreased PET
resolution and image degradation.&6 Modern Monte Carlo
tools can aid in assessing and overcoming these deficiencies.
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The purpose of this paper is to validate a Monte Carlo model
for the simulation of the GE Advance/Discovery LS PET
scanner in order to provide an accurate model for further
research regarding the optimization of the performance of
PET. Because the PET detectors and gantry electronics of the
Advance and Discovery LS scanners are identical, and be-
cause the structure and end shielding are very similar, this
simulation validation study covers both machines.

The GATE (GEANT4 application for tomographic emis-
sion) Monte Carlo package was developed by the Open-
GATE collaboration.” ' It is an open-source extension of the
GEANT4 Monte Carlo toolkit'' and the ROOT object oriented
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data analysis framework.'? The use of GEANT4 as the basis of
this package offers benefits that are described by Buvat and
Castiglioni.13 The most advantageous features are (1)
GEANT4 is an open-source project with broad international
support and (2) the underlying physics data and algorithms
used by GEANT4 are well validated and constantly updated.
Thus, as new features and refinements become available they
are easily linked to GATE allowing it to continually expand
and improve in order to meet rising technological demands
and to incorporate new capabilities.]4

The scanner’s physical specifications were obtained from
GE Healthcare and from direct measurements. The data col-
lection system within GATE enables the modeling of the
signal processing chain that is analogous to that of a real
PET scanner.

For validation purposes the National Electrical Manufac-
tures Association (NEMA) protocols'”™" regarding sensitiv-
ity, scatter fraction, count rates, and spatial resolution were
selected. These protocols collectively represent a series of
reproducible experiments which characterize a scanner and
which are well reported in the literature.

Several validation studies of GATE models for PET,
SPECT, and small animal PET have recently been
completed.18 These include results for the ECAT
EXACT HR+ PET scanner by Jan et al.'® and for the Philips
Allegro PET scanner by Lamare et al.*® For SPECT, several
commercial and prototype systems have been examined with
detailed results of the Philips AXIS reported by Staelens et
al®" and of the GE Discovery ST Xli by Assie et al* In
addition, the validation of several small animal PET scanners
have been reported by Santin et al.," by Jan et al.” by Rey
et al.,24 by Lazaro et al.,25 by Simon et al.,26 and by Rannou
et al”’ A summary of the results from these studies is con-
tained in the GATE release document by Jan et al.,10 which
also includes some preliminary results from this paper.28

As mentioned above, only two validation studies of large
commercial PET scanners have been performed to date. This
study represents the first validation of GATE for the GE
Advance/Discovery LS PET scanner (DLS) and addresses
the scanner’s sensitivity, scatter fraction, resolution, and tem-
poral curves. Detailed studies of the effects of a few selected
scanner parameters (e.g., the couch, the dead time models,
and the data analysis tools used on the results) are per-
formed. In addition, the results from an analytical model for
the single and random count rates are compared to GATE
simulations. Finally, a description of the strategy for building
sinograms from the simulated data using the geometry input
system within GATE is presented in the appendix.

Il. METHODS

In this section the model (i.e., the geometry, physics, and
signal processing), the measurement protocols, and the count
rate performance of the GATE coincidence modeling are de-
scribed in detail.
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Fig. 1. GATE simulation model of the GE Advance/Discovery LS PET
scanner. The proximal end shield, the couch, and the Mylar cover are de-
picted via wire-frame lines. In addition, an expanded view of the detector
module, block, and crystal arrangement is shown.

A. Model description
1. Geometry

GATE uses combinations of simple shapes (e.g., boxes,
spheres, and cylinders, as defined in GEANT4) to generate
complex geometric structures. The software’s limitations
with regard to generating adequately complex shapes are
well within the tolerance and design of these scanners. How-
ever, as a system’s geometry grows more complex the simu-
lation times can greatly increase since each boundary cross-
ing by a particle is treated as a separate interaction. The
model presented in this paper emphasizes geometric accu-
racy over computational cost. Every effort has been made to
make this model as realistic as possible with respect to the
geometry and physics of photon and charged particle trans-
port.

The scanner, shielding, and phantoms were modeled as
follows. In accordance with the real tomograph, the simu-
lated GE Advance/Discovery LS PET scanner has 56 detec-
tor modules arranged in a ring. Each of these modules is
comprised of six detector blocks (arranged in three blocks
axially, by two blocks tangentially) which in turn contain 36

TaBLE 1. Default GEANT4 physics data libraries.

EADL®
Evaluated atom
data library

EEDL"
Evaluated electron
data library

EPDL97"
Evaluated photon
data library

Physics processes

Compton scattering

Pair production Bremsstrahlung Fluorescence

Photoelectric effect Tonization Auger effect

Rayleigh effect

“Reference 32.
PReference 33.
“Reference 34.
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FiG. 2. Typical signal processing chain simulated by
GATE used to convert the particle interactions within
the detectors into coincidence counts.
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Bismuth Germanium Oxyde (BGO) crystals each. This ar-
rangement consists of 18 detection rings, each one with 672
crystals, for a grand total of 12 096 crystals. The dimensions
of the individual crystals are approximately 4 mm X8 mm
% 30 mm.*** In addition, the shielding and packing materi-
als within the detector blocks, the shielding surrounding the
scanner rings, and the couch are also accounted for in the
model. The resultant digital model of the scanner is shown in
Fig. 1. The phantoms are modeled separately using the di-
mensions and tolerances as described in the published
NEMA standards. Additional details concerning the phan-
toms are given in Sec. II B.

2. Physics and Monte Carlo data

The GATE program is based upon the GEANT4 Monte
Carlo simulation toolkit'' which has been tested through di-
rect comparison with experiments and other validated Monte
Carlo codes as described in the GEANT4 release paper11 and
in Carrier ef al.>' The GEANT4 low energy models for photon
interactions (Rayleigh, Photoelectric, and Compton) were
used with the following energy and range cuts for photons
and electrons; electron range=2 mm, ¢ ray=10 keV, and
x-ray=10 keV. In these simulations the default GEANT4
libraries®>™* (see Table I) and user-defined material data sets
were used to match the material’s compositions and densities
as closely as possible to those of the scanner.

3. Signal processing

GATE also has the ability to convert photon interactions
into counts in a manner analogous to that of a real scanner’s
detectors and electronics. This is accomplished in GATE by a
series of signal processing routines known collectively as the
digitizer. Each module of the digitizer mimics a separate
portion of a scanner’s signal processing chain. (For a full
description of the digitizer features available within GATE
see the GATE Users Guide.™)

A sequence of digitizer modules to simulate the complete
signal processing chain (Fig. 2) was used in the simulation.
This sequence begins with the Adder module which inte-
grates the energy deposition of a particle interacting within a
single crystal. Next, the Readout module integrates the re-
sults from the Adder module within a block of crystals to
create a pulse. Following this, a 100 keV detector threshold
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is applied to the signal to model this aspect of the scanner.
Then a Blurring module applies a detection efficiency factor
and a Gaussian energy blur [full width at half-maximum
(FWHM) of 20% referenced at 511 keV] to the integrated
interactions within the detector blocks. Next, a Deadtime
module is inserted to create deadtime at the Block level that
is triggered by the pulses within a block. Following this,
another deadtime module is applied at the Module level of
the scanner to account for the multiplexor processing of the
single events. An energy-window discriminator is then ap-
plied via the Thresholder and Upholder modules (either
300 to 650 keV or 375 to 650 keV). Finally, the remaining
pulses are sorted by the Coincidence module (6.25 ns win-
dow). External to GATE, a correction is applied to the ran-
dom counts and an additional deadtime is applied to the co-
incidence data via post processing.

In the GATE version (1.2.0) used in this study, the coin-
cidence processing within GATE rejects multiple coinci-
dences, while the GE PET scanner does not. The random
count rate is corrected to account for this loss of counts as
described at the end of Sec. II C.

It has been shown by Erikkson et al.*® that two paralyz-
able deadtimes (one at singles level and one at the coinci-
dence level) are sufficient to model the count rate perfor-
mance of a PET scanner. Employing a similar model, we
determined both the Block and Coincidence level deadtimes
by a least-squares iterative process. In this way, we obtained
a 625 ns deadtime for the singles at the Block level followed
by a 332 ns deadtime for the coincidence count rate.

The sensitivity, scatter fraction, and spatial resolution

TaBLE II. NEMA Protocols used in this study.

NEMA/SNM*®

NEMA NU2-2001* NEMA NU2-1994° recommendations

Sensitivity

Scatter fraction Scatter fraction Scatter fraction
Count rates

Spatial resolution

“Reference 17.
PReference 16.
“Reference 15.
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Scatter Fraction Phantom Sensitivity Phantom

NEMA 2-1994/SNM Scatter Fraction Phantom

Spatial Resolution Phantom

FiG. 3. Virtual NEMA phantoms used in the simulation. From left to right
and top to bottom: NEMA NU2-2001"7 scatter fraction, sensitivity, spatial
resolution, and the NEMA 1994/SNM'®'> scatter fraction phantoms.

simulations were performed at low activities as directed by
NEMA in order to keep the results independent of deadtime
and random coincidences.

4. Coincidence processing

The coincidence pairs produced by GATE required addi-
tional sorting into sinograms and Michelograms for use in a
portion of the scatter faction analysis and in the image re-
construction. The strategy used to map the coincidences to
lines of response (LOR’s), and LOR’s to sinograms is de-
scribed in the Appendix.

B. Evaluation protocols

The NEMA protocols represent a baseline for assessing
and comparing the fundamental characteristics of a PET
scanner.”” " The tests described in these protocols measure a
scanner’s spatial resolution, scatter fraction, count losses,
randoms, sensitivity, accuracy, and image quality. The results
of these tests are well documented and are available for most
commercial PET scanners, including the GE Advance/
Discovery LS PET scanner. For these reasons, the NEMA
protocols (with an emphasis on NU2-2001) were chosen as
the basis for validating GATE simulations. Only the sensitiv-
ity, scatter fraction, count rates, and spatial resolution tests
were examined. From these, only the spatial resolution test
requires image reconstruction, which is imposed as filtered
back projection (FBP) with a ramp filter, thus making it ge-
neric. These tests are listed in Table II. The simulated NEMA
phantoms are shown in Fig. 3.
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C. Analytical single and random count rate model

In addition to an experiment, one can evaluate the signal
processing capabilities of GATE by comparing the simula-
tion model of a PET scanner to an analytic model. The count
rates can be estimated by a simple analytical model for a
circularly symmetric scanner and source similar to the one
presented by Hoffman et al’

In principle, if energy cuts are ignored, the number of
singles can be estimated by an analysis based upon the
source activity and the scanner geometry. If the NEMA NU2-
2001 scatter fraction analysis is performed using a cylindri-
cal symmetric source centered in the scanner, then the
singles can be estimated by an equation of the form

So= 2AFIHZCgeOmBup eXP(— /uphxph)
X[1 - exp(= ppsorsco)], (1)

where A is the activity of the phantom, F;_,, is the geometric
view factor”® from the activity source to the scanner’s rings,
Coeom 18 @ geometric correction to account for non-detector
materials in the rings, exp(—g,nX,,) is the attenuation due to
the phantom of radius x,, and an attenuation coefficient of
Mphs With a build-up factor B, to account for photons scat-
tered into the field of view, and [1—exp(—upgoXsgo)] to ac-
count for the number of photons stopped by the detectors
made up of BGO crystals each having a thickness of xpgo
and an attenuation coefficient of uggo-

In a manner similar to that proposed by Hoffman et al’’
and used by Santin et al." and Simon et al.* the random
counts can be estimated from the observed single count rates.
This is shown by the equation

CLOR

— _ ~YILOR == 2
= 2T NR) - NR2-Y @

Ry
where 7 is the coincidence time window, N is the number of
detectors per ring, and R is the number of rings. The term
C|or accounts for the number of LOR’s defined by GATE
and is given by

Cior= an,nd,Rz, (3)

where n, and ng are the number of radial and tangential
sinogram bins and a=0.64 is a fit parameter that accounts for
coincidences not allowed by GATE. This parametrization is
justified because the goal of this model is to verify the re-
producibility of the randoms’ trend as a function of activity.
The GATE version (1.2.0) used in this study rejects multiple
coincidences. As a result, the random rates must be corrected
by using a paralyzable deadtime of 27.% This results in the
equation

CLOR

Ry=21———F > ———S5e 2™, 4
0= “Tr(NR): = NR]2™% @

Both the single and random count rates can further be cor-
rected for distinct deadtimes that may exist on block, and
module subsets of the scanner’s geometry. This is done by
applying paralyzable deadtimes to Egs. (1) and (4). If the
deadtime at the Block level is DT}, then this results in
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TaBLE III. Comparison of 3D sensitivity measurements between the GE
Advance/Discovery LS scanner and the GATE simulation with and without
efficiency corrections.

GATE w/o eff. GATE w/eff.
Radial position Published data corrections corrections
(cm) (cps/kBq) (cps/kBq) (cps/kBq)
Ry=0 6.41+0.16" 8.14+0.02 6.44+0.01
R =10 6.56+0.32" 8.31+0.02 6.53+0.01
Ratio (Ry/R,,) 0.977 0.980 0.986
“Reference 41.
S, = Spe T80/ Wploeks) (5)
and
Cror 2
-278
Ry=2r—— R g2,-275 (6)

[(NR)> - NR]/2

for singles and randoms, respectively, where Ngj.. 1S the
number of blocks in the scanner, 336. Likewise, for an addi-
tional deadtime of DT, at the Module level the equations are

S2 = Sle_DTZSI/(NM(ydules) s (7)
and,
C
R2 LOR 2 215, (8)

= 2T NR) - NRJ22

for singles and randoms, respectively, where Nyjoduies (=36)
is the number of modules in the scanner.

The simplified model given above is useful in verifying
the deadtime and coincidence sorting behavior of the GATE
digitizer. However, because energy window cuts are not in-
cluded the rates described by these equations do not fully
reflect the actual performance of a real-life PET scanner.

Based upon the above discussion a correction to the ran-
dom count rate to account for GATE’s rejection of multiple
coincidences can be derived from Eq. (4):

Corr  _ 278
RGate = Roatee™ ™.

9)

This correction is applied to the GATE simulated randoms
for the time curve results presented in Sec. III C 1.
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lll. RESULTS

The results are compared to published data from Lewellen
et al.,30 Daube-Witherspoon et al.,40 Kohlmyer et al. ,41 and
commissioning data performed at New York Hospital with a
GE Discovery LS (NYH DLS).

A. Sensitivity

A comparison of the sensitivity of the GATE simulation to
experimental values is presented in Table III. The third col-
umn contains GATE data without efficiency corrections. The
fourth column lists the results when a 90.58% quantum effi-
ciency (QE) is applied to individual events within the blocks
in the digitizer. This efficiency was varied as a free param-
eter until the best agreement with experimental results was
obtained. In addition to correcting for the detector QE in our
model, this parameter partially accounts for intrinsic model-
ing approximations in the scanner geometry and the signal
processing chain.

B. Scatter fraction

A comparison of the scatter fraction results of the GATE
simulations to those of the measured data is presented in
Table IV. This table shows that the simulation’s scatter frac-
tions are very close to the measured values (within 1% to
5%). The computed scatter fraction differed by ~4% with
the inclusion of the couch in the simulation. The difference
between the two experimental data points for the 375 to 650
keV energy window is also about 4%. This result is also
similar to that reported by Badawi et al.”* (NEMA NU2-
1994, 23.7% simulated to 28.0% measured), however the
patient couch was not included. In addition, the scatter frac-
tion calculations as determined by the NEMA analysis and
by direct binning of the Monte Carlo data are compared in
Fig. 4. As is shown in the figure, both methods are within 1%
provided that enough coincidence events are counted (~20 k
counts for these scanners). This result is similar to that seen
by Badawi et al.** with SimSET,* a well-developed public
domain Monte Carlo simulation package for emission to-
mography.

TaBLE IV. Comparison of scatter fractions for the NEMA/SNM, NEMA NU2-1994, and NEMA NU2-2001

protocols.
Scatter fraction Energy Scanner GATE
protocol window (keV) data results Couch

NEMA/SNM 300-650 36.0%" 35.9+0.1% yes
NEMA 2-1994 300-650 34.7%" 36.0+0.1% yes
NEMA 2-2001 300-650 48.1£0.3% no
NEMA 2-2001 300-650 47.1%" 52.3+0.3% yes
NEMA 2-2001 375-650 40.8+0.3% no
NEMA 2-2001 375-650 44.8%(NYH) 43.5+£0.3% yes
NEMA 2-2001 375-650 40.9+1.4%"° yes

“Reference 30.
PReference 40.
‘Reference 41.

Medical Physics, Vol. 33, No. 1, January 2006



203 Schmidtlein et al.: Validation of GATE simulations of GE PET scanners 203

50.00%

45.00%
40.00% {-} =t /.
35.00% I

30.00%
/ [ —NEMA Analysis

25.00% : -
i - - - Direct Binning
20.00% 7

15.00% A

10.00% 7

5.00% —

0.00% +—=rerrrrr

1.00E+04 1.00E+05 1.00E+06

Scatter Fraction

1.00E+02 1.00E+03 1.00E+07

Number of Trues

FiG. 4. Comparison of the scatter fraction values from the NEMA analysis
to those determined from direct binning of the Monte Carlo data for a
simulation without the couch.

C. Count rate performance
1. Comparison to experimental data

The count rate performance for trues, scatters, randoms,
and noise equivalent counts without randoms subtraction are
shown in Fig. 5. The noise equivalent count rate without
randoms subtraction is calculated via

2

NECR1R= (10)

T+S+R’
where 7T, S, and R are the true, scatter, and random count
rates, respectively. The simulated peak true count rate is
139.2 kcps occurring at 21.6 kBq/cc and the simulated peak
NECR, is 35.2 keps at 10.8 kBq/cc. In this figure, the ran-
dom count rates are corrected for multiples as described by
Eq. (9). Two paralyzable deadtimes are used as suggested by
Eriksson et al.*® The couch was included with the scatter
fraction phantom in these simulations. In this figure the
simulated count rates are compared to data from studies by
Kohlmyer et al.*" and our data from the NYH DLS.

2. Comparison to model

In Fig. 6, the predicted single rates are estimated from
Egs. (1), (5), and (7) and are compared to the values ex-
tracted from GATE. These figures are based upon models of
the NEMA NU2-2001 scatter fraction phantom with a cylin-
drically symmetric source. The simulated single rates are in
excellent agreement with the analytical model’s values until
the activity density reaches approximately 300 kBq/cc
(6.5 GBq of total activity, not shown) at which point the
predicted single rates fall off faster than the GATE single
rates if a deadtime is applied. However, without an applied
deadtime the single rates are within 0.5% of the estimated
rates throughout the entire range. The predicted random
count rates are compared to the results from GATE in Fig. 7.
The general shapes of the curves are similar to one another
until an activity concentration greater than 150 kBq/cc is
reached (not shown), at which point the R, and R, randoms
predicted by the model fall away faster than those calculated
from GATE.
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D. Spatial resolution

The images for the quantification of the spatial resolution
were reconstructed using the Software for Tomographic Im-
age Reconstruction (STIR) FBP3DRP code™ without nor-
malization correction.*® In Table V the spatial resolution ob-
tained from the simulations are compared to the
experimental values obtained from the New York Hospital
Discovery LS scanner data. Two sets of simulations were run
to quantify the sensitivity of the scanner’s resolution to the
axial position of the source. In the first simulation, the
sources were axially centered with respect to the crystals,
whereas in the second simulation the sources were centered
with respect to the axial gaps between the crystal rings. In
addition, the lines of response were blurred via a Gaussian
function with a FWHM of 4.75 mm to account for the light
shielding both within and between the detector blocks, the
inherent limitations of the resolution of the photomultiplier
tube’s (PMT) and the light scatter within the crystals. The
results of the blurred LOR’s are also presented in Table V.

IV. DISCUSSION
A. Sensitivity

The intrinsic sensitivity of the GATE simulation, shown
in Table III, Column 3, is greater than that of the actual GE
Advance/Discovery LS scanner by more than 20%. Several
different factors may account for this behavior. Phenomena
within a real detector-signal processing chain, not explicitly
modeled in the simulation, includes block nonuniform en-
ergy resolutions, light spread and leakage, and PMT and op-
tical coupling efficiencies. In addition, our GATE model of
the GE Advance/Discovery LS PET scanner is an approxi-
mation and is based upon limited geometric information.
Nevertheless, the simulated sensitivity variation as a function
of the radius matches very well with the measured data (i.e.,
So/S}o is within 1% of measurements as seen in Table III)
without applying any corrections. The correction of the sen-
sitivity by the addition of an efficiency factor as a free pa-
rameter at the crystal level allowed the simulation to match
the efficiency of the measured data without affecting the ac-

200 +
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FIG. 5. 3D mode count rate response showing both simulated (GATE, dotted
lines) and experimental data (Kohlmyer er al.,41 solid lines, and NYH DLS,
dashed lines).
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FiG. 6. Comparison of the estimated single count rates calculated from Eqgs.
(1), (5), and (7) (lines) to those produced by GATE (symbols) as a function
of activity. In this figure, S_O represents the single rate with no deadtime.
S_1, and S_2 are the single rates with successive deadtimes applied to the
Block and Module subsets of the scanner’s geometry, respectively. No en-
ergy window cuts are used in these simulations.

curacy of either the radial sensitivity ratio or the scatter frac-
tion. The addition of this efficiency factor (90.58%) is an
important step for accurately modeling the count rate perfor-
mance of the scanner because deadtime is quite sensitive to
the detection rates of the crystals.

B. Scatter fraction

Both the direct binning of simulated events and the
NEMA method were used to determine the random, true, and
scatter coincidences from the Monte Carlo data. The results
of these two methods agreed to within less than 1% at suffi-
cient statistics, which is consistent with Badawi et al.** This
result is shown in Fig. 4 and offers assurance that the NEMA
approach is an accurate indication of the scatter fraction.
However, the figure also indicates that at low counts the
NEMA methodology is not only imprecise but inaccurate as
well. Measurements where less than 5—6 counts per projec-
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FiG. 7. Comparison of the predicted random count rates calculated from
Eqgs. (4), (6), and (8) (lines) to those produced by GATE (symbols) as a
function of activity. In this figure, R_O represents the random rates with no
deadtime. R_1 and R_2 are the random rates with successive deadtimes
applied to the Block and Module subsets of the scanner’s geometry, respec-
tively. No energy window cuts are used in these simulations.
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tion plane in the sinograms are gathered will result, due to a
systematic error, in a smaller scatter fraction than the correct
value. This problem occurs during the search for the maxi-
mum count for each projection plane. Due to the discreet
nature of the data in the sinograms and the very large number
of LOR’s in a three-dimensional (3D) data set, a data set
with too few counts can falsely identify scattered counts
within the central maximum resulting in too many scattered
counts being counted as true. Hence, the NEMA method
does not strictly follow Poisson statistics when the number of
counts is below a critical threshold. On the other hand, the
count rate uncertainties in a GATE simulation do follow
Poisson statistics. This is important because with NEMA NU
2-2001 scatter fraction phantom the coincidence event rate is
currently on the order of ~1-2 events per second on a Pen-
tium 4 2400 MHz computer depending upon the level of
detail used in modeling the particle interactions.

C. Count rate performance

1. Comparison of Monte Carlo to experimental
data

In order to mimic the behavior of a real PET scanner, a
multiparametric search had to be performed in order to
achieve a good fit with the measured count rate data. The
relative performances of three different signal processor de-
signs were examined: no deadtimes, deadtime on singles,
and deadtimes on both singles and coincidence events. In
each case it was necessary to correct the GATE simulation’s
random count rates using Eq. (9) to account for the loss of
multiple coincidences in the simulations. For the case of no
deadtimes the resulting data closely correlates with the low
activity portions (<5 kBq/cc) of the curve, but at higher
activities all count rates grow rapidly relative to the mea-
sured data. Using a deadtime only on singles resulted in good
true, scatter, and random count rates, but the deadtime had to
be varied with the count rate to accurately model the scan-
ner’s behavior above 10 kBq/cc. The simplest combination
of deadtimes that resulted in a small least-squares error oc-
curred when using a fixed paralyzable deadtimes at both the
block and coincidence levels.

The results obtained with a constant block and coinci-
dence deadtime model are shown in Fig. 5. This model pre-
dicts peak true count rates of 139.2 kcps at 21.6 kBqg/cc
compared to Kohlmyer et al* with 1412 keps at
19.7 kBqg/cc and to the NYH DLS data with 136.8 kcps at
23.3 kBq/cc. Thus, the simulated peak trues match those
given by the averaged experimental data to within 0.5% and
0.1%, respectively. In addition, the simulation predicts a
peak NECR of 35.2 keps at 10.8 kBq/cc compared to Ref.
41 with 39.4 kcps at 9.3 kBqg/cc and to the NYH DLS with
35.7 keps at 10.6 kBq/cc. This results in larger relative er-
rors for NECR’s peak values and peak position than for that
of the true count rates. The relative errors are 8.5% for the
peak NECR’s location and 6.3% for the peak’s correspond-
ing activity concentration when compared to the average ex-
perimental values.
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TABLE V. 3D spatial resolution measurements of the GE Discovery LS PET scanner performed at New York Hospital compared to the results of a GATE

simulation reconstructed with STIR without and with spatial crystal blurring.

GATE 3D GATE 3D GATE 3D GATE 3D
Source position New York Hospital DLS 3D simulated simulated with blurring with blurring
measured radially measurement crystal-centered gap-centered crystal-centered gap-centered
from the central axis (mm) (mm) (mm) (mm) (mm)

1 cm Transaxial FWHM 5.1 39 39 5.0 5.0
Axial FWHM 7.2 8.6 6.7 9.4 7.4
10 cm Radial FWHM 5.5 4.4 44 5.4 5.4
Tangential FWHM 49 4.0 4.0 5.1 5.1
Axial FWHM 7.7 9.6 7.4 10.3 7.8

2. Comparison of Monte Carlo to the analytical
model

In addition to comparing the count rate curves of the
GATE simulations to published results, we also compared
them to an analytical model. This allowed us to assess how
well GATE collects single events and processes them into
random coincidences. The results of these comparisons are
shown in Figs. 6 and 7.

In previous studies by Santin et al."* and Simon et al.*
the random rates based upon the single rates were examined
for a geometry consisting of a source centered between two
detectors. The source consisted of two independent particle
sources each with a total activity of 10 MBq.

To compare the simplified geometry of these studies
to the model described in this paper, their results need to be
related by a scaling factor for both singles and randoms. For
the single count rates, this factor is given as a ratio of the
source to detector view factors and for this study corresponds
to approximately 1. For the case of the random count rate,
this scaling factor depends upon both the coincidence win-
dow and the square of the single count rates, and is thus a
product of the square of the ratio of the view factors and of
the ratio of the coincidence windows that results in a factor
of about 3. Therefore, the 10 MBq point source for single
counts in Santin ez al.'* and Simon ez al.*® is equivalent to an
activity concentration of 0.45 kBq/cc in the line source
phantom for this study. For random counts, this is equivalent
to an activity concentration of 1.4 kBq/cc.

Santin et al.,14 and Simon et al.,26 showed that GATE’s
prediction of random coincidences agreed well with a simple
model over a range of activities when multiple coincidences
were rejected. The results presented in this study support this
conclusion by showing a similar agreement at equivalent ac-
tivity densities. In addition, the current results show that
deadtime effects in GATE are consistent with theoretical val-
ues over a much larger range than previously reported. Fi-
nally, we note that starting at very large activity concentra-
tions the single event rates with the various deadtimes
applied diverge from the predicted results. This divergence
occurs near saturation activity concentrations greater than
~300 kBq/cc (where deadtime approaches 100%). This be-
havior may indicate the presence of floating-point truncation
of the timing variable within GATE or GEANT4. However,
measurements at such high activities (ten times greater than

14,26
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those reported in the literature*'") are not currently relevant in
nuclear medicine applications.

Similar behavior is seen in the random count rates’ re-
sults. At very high activities the estimated random counts
rates also fall away faster than those calculated by GATE.
This occurs at activity concentrations greater than
~150 kBqg/cc and may be due to GATE’s coincidence re-
strictions that ignore LOR from singles that are within adja-
cent modules of one another and thus reduces the effect of
deadtime from these singles. The divergence seen in the
single rates at activity concentrations greater than
~300 kBq/cc is also seen in the randoms.

D. Spatial resolution

Without normalization corrections, as is shown in Table
V, the maximum axial resolution is achieved when the
source is placed between the crystals in the axial direction,
while the resolution in the transverse direction remains
largely the same regardless of the axial position of the
source. In fact GATE simulation shows that the resolution in
the gap-centered source location is ~24% better than if the
source is axially centered with the faces of the detectors. The
table shows that the simulated scanner’s spatial resolution
without blurring is better than that of the actual PET scanner.
This is to be expected: The spatial blurring that takes place
on a real scanner due to crosstalk between the crystals and
the loss of resolution due to the Anger logic of the PMT’s is
not directly accounted for in the current simulations. This
effect is mimicked by applying a Gaussian blur on the sino-
grams produced by GATE. The agreement between the
blurred simulated images and those obtained at New York
Hospital for the GE Discovery LS are within 0.2 mm
(~5%), however differences of up to 2.5 mm are seen if the
sources are not placed properly with respect to the axial di-
rection. As pointed out above, the results presented here are
without normalization corrections. It is anticipated that nor-
malization corrections will reduce the axial blurring inhomo-
geneity seen in this study. In addition, normalization correc-
tions may cause the spatial blurring kernel to change. A
description of a normalization correction scheme and its ef-
fect on the resolution will be addressed in the future.
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V. CONCLUSIONS

The results of this study indicate that GATE can accu-
rately simulate the main performance characteristics of the
GE Advance/Discovery LS PET scanner. Using GATE'’s
digitizer and by adhering to NEMA protocols, the sensitivity,
scatter fraction, count rates, and spatial resolution can be
accurately simulated. The validation of a GATE model for
the GE Advance/Discovery LS PET scanner represents an
important first step in performing simulation studies for fur-
ther understanding the performance of this and other similar
PET scanners and also for improving and expanding their
clinical utility. In future studies, the information gleaned
from Monte Carlo simulations will aid in further improve-
ment of the quality, accuracy, and usefulness of PET images.
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APPENDIX: DATA PROCESSING

In order to perform certain aspects of the NEMA analysis
we utilized a sinogram binning methodology that merits dis-
cussion. It represents a strategy for converting simulated co-
incidence pairs (LOR’s) into sinograms that is of general
interest and can be potentially useful for PET scanner data
analysis that relies either upon sinograms or on reconstructed
images. The LOR binning strategy employed here is more
general than the one shown graphically by Hoffman et al®

1. Rebinning GATE coincidences

GATE uses the Crystal, Block, and Module identification
numbers to organize detection events into sinograms. This
nomenclature is comparable to that used in actual scanners.
In this scanner, the events are identified and stored by sub-
dividing the scanner into 36 Crystals per Block, 6 Blocks per
Module (in a two by three Block configuration), and 56
Modules for the complete gantry.

In this case, the GATE crystal, block, and module ID’s for
each coincidence pair are converted into crystal-ring pairs
via the following equations: (INT and MOD functions take
the integer and modulus of their arguments, respectively)
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FiG. 8. Indexing scheme used by GATE to define detector locations within a
Module. Note that the scanner has 56 Modules, each containing 6 blocks,
which in turn contain 36 crystals each.

CrystallD BlockID
Ringm:INT<%) +6X INT<T”>,

(A1)
and
Crystal; , = MOD(CrystalID; ,,6) + 6

X [MOD(BlockID; »,2) + 2 X ModulelID; ,].
(A2)

The subscripts 1,2 correspond to each of the detected events
that make up the coincidence pair. This indexing used by
GATE is shown in Fig. 8.

2. Building sinograms

The crystal-ring pairs represent lines of response (LOR)
that are rearranged (binned) into a Michelogram format (de-
veloped by Christian Michel*®). In this format, the LOR’s are
binned into a block matrix with index dimensions in the ¢
(azimuthal), r (radial), and 6 (ring difference) directions.

The azimuthal binning of the LOR’s is achieved by noting
that for each projection plane the sum of the crystal numbers
(C#) for a coincidence pair will always sum to one of two
numbers that are unique to a particular projection plane.
These two numbers are offset from one another by the total
number of crystals in the scanner’s ring (i.e., in the GE
Advance/Discovery LS scanner N=672, thus sum=C# and
C#+672). The index i for a given ¢ can then be expressed as

i =[(Crystal, + Crystal,) + Const . ], (A3)

where the Const. is an arbitrary offset which satisfies the
boundary condition ¢=0. In the case of interlacing, i
€ [0,N/2), and ¢, is therefore given by

b= N (A4)



207 Schmidtlein et al.: Validation of GATE simulations of GE PET scanners 207

0, =2 X 21/16

F1G. 9. Simple example that shows the sinogram indexing for two projection
planes of a scanner with 16 detectors that interlaces with ¢ into r.

Radial binning is done by observing that the radial dis-
tance from the center of the scanner is related to the index
difference of the crystals in the pair. In terms of indexing, the
index j for r can be expressed as

lj| = N/2 —|Crystal, — Crystal,|, (A5)

with j € [0,N/2) for the case of interlacing. The sign of j is
determined by the position of the LOR relative to ¢;

)+l if crystal , e [i,i+ N/2]

J (A6)

“|=1|j| otherwise
Another way of stating this is that a LOR for a crystal pair in
the right-half plane, with respect to the LOR’s projection
plane, will have a positive index, whereas the left-half plane
will have a negative index. Thus for a scanner of radius R,
this results in the radial distance r; being expressed by

rj=R sin{w(j-:\}/z)}. (A7)

Lastly, the ring difference, or the index of the axial angle
0, is simply given by the ring difference as determined above
in Eq. (A2). Here coincidence pairs with >0 are stored as
(ring,,ring,) while those with <0 are stored as
(ring,,ring,). They are assigned in the following manner:

(ring,,ring,) V crystal; € [i — N/4,i + N/4], (A8)
and
(ring,,ring;) V crystal, € [i — N/4,i + N/4]. (A9)

The crystal that lies in the lower-half plane with respect to
the ith projection plane will define the first index.

In practice, the coincidence events described in this sec-
tion are interlaced from ¢ into r. This has the effect of halv-
ing the number of ¢ indices and doubling the number of r
indices; ie[0,N)—[0,N/2), and je[0,N/4)—[0,N/2).
Figure 9 illustrates the indexing strategy used to convert the
detector and ring number pairs into sinogram counts.
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